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3 ABSTRACT

This report discusses a variety of research problems that

- - relate to the use of interactive computer systems in military

* P contexts. It begins with a review of several documents that

describe planned or anticipated changes in the deployment and use

of computers by the Department of Defense in the near-term

future. It then discusses several generic military functions

* -- that involve the use of computer systems. Research problems are

- discussed under the general topics of user issues, interface

issues, and system issues. Finally, several methodological

issues relating to human factors research on computer-based

.. .systems are considered.
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1. INTRODUCTION AND BACKGROUND

1.1 Purpose and Scope of Study

* The purpose of this report is to identify some research

problems relating to user-computer interaction that appear to

have relevance for military operations in the next few decades.

More specifically, our intent is to focus on system-independent

research issues that relate to human factors aspects of military

operations and that might be appropriate topics for Army-funded

research. It is probably important to be clear, therefore, about

what we mean by "system-independent" research.

For purposes of this report, system-independent research

will be conceived sufficiently broadly to include research that

is addressed to questions that have obvious practical

implications, but not sufficiently broadly to include questions

Rrelating to the design of specific pieces of hardware, software

or systems. Our interest will be primarily in identifying

generic problems that will yield system-independent solutions

with applicability to many systems functioning in a wide variety

of situations. We believe the identification of such problems is

a continuing challenge for human factors researchers and that it

is a goal worth pursuing. A danger of research that is addressed

to questions of the merits or limitations of specific systems is

5K.



that the results will fail to generalize and therefore be of

little use to anybody other than the developers of those

particular systems, and perhaps not even to them. Inasmuch as

research progress tends to be slow relative to system development

cycles, research that is narrowly focused is almost invariably

doomed to produce results that are obsolete by the time they are

available for use.

1.2 The Need for Human Factors Research

The need for research on human factors aspects of the design

and operation of computer-based systems derives from a number of

facts, among which are the following:

o Increasing complexity of the computer-based systems that
are being developed: As computing resources decrease in
cost, they are being applied to an ever expanding range
of problems, and the systems that are being developed
are being given greater and greater functionality. In
many cases the existing systems are sufficiently complex

--- that their users have a very poor conceptual
understanding of how they operate or what they can or
cannot be expected to do. People learn enough to use
such systems in routine ways but often are at a totalL. loss to know how to deal with system failures or
malfunctions. As systems continue to increase in
complexity, the mismatch between their capabilities and
the level of understanding of the average user will

. continue to increase as well. How to cope with this
. fact is only one of the several manifestations of the

problem of dealing with complexity that the continuing
A-! evolution of information technology presents. Moreover,

it is a human factors problem inasmuch as the difficulty
lies not with the complexity of systems per se but with

. the challenge that this complexity poses for their
maintenance and operation by human beings.

6



o Consequences of failure due to human error: A corollary
to increased complexity of tools typically is an
increase in the seriousness of potential consequences of
user error. While a power saw is a more effective tool
than a hand saw for most applications, it also is a
considerably more dangerous one. A 747 jet aircraft is
a far more powerful and complex means of transporting
people from place to place than is a two passenger
aircraft, and the potential consequences of pilot error
are clearly much greater in the former case than in the
latter. A computer-based command, control, and
communication system that provides a high-level decision
maker with timely information needed to assess military
threat and the ability to communicate action orders
quickly to widely dispersed elements can represent a
considerable advantage to a user by decreasing the time
required to react decisively to a developing situation;
the consequences of inappropriate or ill-advised action,

-,however, can obviously be grave.
o Shortage of highly-skilled personnel: Much concern has

been expressed in recent years that the termination of
the draft has resulted in a dramatic decrease in the
education and skill level of the average military
recruit. This has implications both for the importance5 of human factors in the design of military systems and
for training. The coupling of increasing complexity and

.0 sophistication of systems with decreasing qualifications
of the personnel to operate them is a disturbing trend.
Research focused on the objective of identifying ways of
making complex systems less subject to human error andon more effective methods for operator traininq are not

• the only approaches that will have to be taken toresolve this problem, but they clearly both are

necessary ones.

o Limited time for training and high turnover of military
personnel: The problem mentioned above is compounded by

L :the fact that fewer people are making a career of the
military, so large investments in training are less cost
effective than they otherwise would be. Moreover, there
is a paradox associated with effective training
programs. The more successful a training program is in
giving an individual high-level skills, the easier it is
for that individual to find attractive job opportunities
outside the military. This again points out the
importance of finding ways to design systems so they can
be used effectively in spite of the limited

7K °
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qualifications and specialized training of available
personnel.

Initial efforts to apply human factors principles to

' interactive computer systems focused on translating and applying

*i to this new field the existing knowledge that had been developed

in other contexts. Areas in which a substantial body of

knowledge already existed include

o Information coding dimensions, including both
alphanumerics (character size and font, mnemonics,

. abbreviations, etc.) ,nd symbols (shape, size, color,
blink rates, etc.).

o Readability and intelligibility of instructions and
*" warnings.

0 Display characteristics, including character size, font,
and spacing; phosphor characteristics, refresh rates,
etc. (although some of these issues had to be
readdressed in the light of limitations produced by dot
matrix character generation methods).

o Human motor performance, reaction times, and information
processing rates.

o Keyboard layout, physical properties, and operating
procedures.

0 Characteristics of some other potential input cont'ol
devices, such as joysticks and trackballs, which we,:e
already in use in other applications.

The existing knowledge in some of these areas was more or

less directly applicable; in other areas, the issues involved in

interactive systems had few precedents, and new studies were

essential. Timing issues in interactive dialoques represent a

"- clear example from the latter category.

8
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Recently, efforts have begun toward enlarging the focus of

analyses of human factors in computer systems to encompass the

entire system environment with which a user may interact. There

is very little formal experimentation on which to draw, however.

-* Ramsey and Atwood (1979) characterize the situation as follows:

In some well established research areas, such as
Pkeyboard design, and certain physical properties of

displays, guidelines exist which are reasonably good and
fairly detailed. Such guidelines may be quite helpful in
the design of a console or other interface device for a
system, or even in the selection of an appropriate
off-the-shelf input/output device. As we progress toward
the more central issues in interactive systems, such as
their basic informational properties, user aids, and

.[ dialogue methods, available guidelines become sketchy and
eventually nonexistent. The interactive system designer
is given little human factors guidance with respect to
the most basic design decisions. In fact, the areas in
which existing guidelines concentrate are often not even
under the control of the designer, who may have more
freedom with respect to dialogue and problem-solving aids

. than with respect to terminal design or selection (p. 2).

5 Most of the design guidelines that are beginning to emerge

are based on the application of systems analysis techniques in

the context of specific interactive systems. As certain systems

gain recognition for having well-designed user interfaces, their

salutary characteristics can be incorporated into guidelines that

can be extrapolated for use in the design of other interactive

systems. There remains, however, the need not only to organize

what has already been discovered about how to design effective

interfaces, but also to develop, through research, a new

* . 9 ...
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knowledge base that can help assure both the usefulness and the

useability of new systems whose functionality will extend beyond

any that currently exist.

1.3 Approach

In addition to our own experience in conducting research and

development on interactive computer systems, the ideas in this

report came from three sources: (1) literature on existing and

planned military systems and on research on person-computer

* "interaction, (2) visits to two Army sites, and (3) two one-day

workshops at Bolt Beranek and Newman.

The Army sites that were visited were Ft. Monmouth and Ft.

Leavenworth. At each installation, we talked with several people

representing various units responsible for the development and/or

operation of computer-based systems. In each case we also were

provided with some documentation that has been referenced in this

report.

The two workshops that were held at BBN focused on "Tactical

Communications" and "Issues in Interactive System Design." At

each of these workshops, we had approximately ten participants,

each of whom had research or operational experience relevant to

the workshop topic. These workshops were run more or less in the

style of brainstorming sessions, at which people were encouraged

10



to put forward ideas regarding researchable problems that were

appropriate for this project. Not surprisingly, not all of the

ideas that emerged found their way into this report; however,

many of them did.

The hosts for the site visits and participants in BBN

workshops are listed in the preface to this report.

1.4 Organization of Report

In the remainder of Section 1 of this report we provide a

frame of reference for what follows by describing some relevant

developments in information technology in general and in military

S information systems in particular. In Section 2 we discuss

several categories of applications of interactive computer

systems in various military contexts, and identify a number of

.Bunresolved issues relating to these applications.

In Sections 3, 4, and 5 we attempt to identify some generic

problems involving the effectiveness with which a human being

will perform as part of a user-computer system. The discussion

considers both user and system issues in some detail.

In Section 3 we focus on the human side of the equation.

The discussion first explores the psychological, educational, and

job structure issues that must be addressed in ensuring an

11



effective user-computer interaction, and then addresses

additional concerns that arise when several individuals interact

with a computer system in ways that may affect organizational

structure.

In Section 4 we address issues relating to the user-system

interface, which is typically considered to be the major point at

which human factors issues involving user-computer interaction

arise.

In Section 5 we consider aspects of system design ordinarily

considered to be *below" the level of the user-computer

interface. The discussion begins with the functions and tools

provided by a system and the organization of information within

that system. We then consider system architecture -- the major

hardware and software components of a system and how they are

interconnected.

" Taken together, Sections 2 through 5 suggest numerous

research topics, but say little about the methodology for

attacking them. In Section 6 we address some methodological

issues relating to the performance of human factors research on

interactive systems. A key focus of the discussion is the

difficulty arising from the complexity of such systems,

particularly those that support organized groups of users. The

discussion considers techniques for observing, modeling, and

designing interactive systems.

12
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This organization, like most any other that one might impose

on the material in this report, is arbitrary to a degree. The

material does not lend itself to partitioning into nonoverlapping

categories. While the distinction among users issues, interface

issues, and system issues, for example, is conceptually

meaningful, it is not possible to say very much about any one of

these topics without commenting also on the others. The headings

of the major sections are indicative of the primary focus of

those sections; however, the overlap among sections is fairly

substantial and necessarily so.

Although our focus is primarily on research issues that

relate to user-computer interaction in military contexts, insofar

as the problems that are addressed are relevant also to

other-than-military contexts, we discuss them in general terms.

In fact, given the plans for uses of computer systems by the

military, as described in documents discussed in the remainder of

Section 1, most civilian applications of computers have their

analogs in military environments. Even such functions as those

associated with the concept of office automation, which one

typically might not relate to military (and especially tactical)

environments, are expected to be very important in systems such

as the WWMCCS system as presented in its modernization plan.

13
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1.5 The Background of Technological Change

This study is motivated by rapid technological change.

Without such change, we would not now have a problem of

user-computer interaction. Were the era of change to have ended,

we would have a static situation that could be attacked in

reasonably relaxed fashion. However, the facts are that there

has been rapid change for three decades, the rate of change is

increasing, and there is no clear end in sight. Since it is

against this background that the study proceeds, it seems

reasonable to make some comments about the background itself.

In this section, we briefly review the recent past of

information technology and outline what seem to be clear

directions for its development in the near future. At this

stage, the coverage is quite general, although we do link the

major developments to systems and applications of present or

potential use in the Army.

The material that follows is adapted from a chapter prepared

by one of the authors of this report (Nickerson, in press a) for

a forthcoming book on anticipated developments in information

technology and their psychological and social implications

(Kasschau, Lachman & Laughery, in press).

14
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1.5.1 Recent Trends

An examination of the recent past of computer technology

reveals some major trends: decreasing component costs,

decreasing size and increasing packing density of components,

decreasing power requirements, increasing speed, increasing

reliability, increasing size of market, and increasinq

distribution of and accessibility to computing resources. The

following observxtions serve to illustrate the speed with which

a' the technology is moving.

o The cost of production of a logic gate has gone from
about $10 in 1960 to about 10 cents in 1970 to less than
one cent in 1980.

U o The cost of dynamic random-access memory (RAM) has gone
from about one cent per bit in 1970 to about .05 cent
per bit in 1980.

o The size of the smallest feature on an integrated
circuit has gone from about 10 microns in 1970 to about
three microns in 1980.

o The number of active element groups that can be placed
on a single semiconductor chip has gone from less than
10 in 1960 to a few thousand in 1970 to approximately
70,000 in 1980.* The rate of increase has been roughly
an order of magnitude every five years since 1960.

o Random-access memory power dissipation has gone from

.

*Since this material was written, Bell Laboratories has
developed a microprocessor (the MAC-32) that has over 100,000
components on a single chip, and Hewlett-Packard has developed

:- one with over 450,000 (Johnson, 1981).

'15
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about 500 microwatts per bit in 1970 to about four
microwatts per bit in 1980.

o Access time for dynamic RAM has gone from about 400
nanoseconds in 1970 to about 150 nanoseconds in 1980.

o The reliability of logic gates has increased by about 5
orders of magnitude in two decades.

o In 1979 microprocessor sales increased by more than 35%
over 1978. At about the same time the cost of a micro
processor dropped from about $65 to about $5 over a
period of 18 months.

o In spite of enormous efforts to expand production
capacity -- $800 million for new plant and equipment by
the semiconductor industry in 1979 -- the demand appears
to be growing faster than the supply.

o Lead times for many semiconductor components are now six
months to one year.

o The estimated number of active element groups in the
average U.S. home has gone from about 10 in 1940 to
about 100 in 1960 to a few thousand in 1930.

Collectively, these trends represent an enormous increase in

our ability to manipulate, store, and transmit very large amounts

h'.of information very rapidly and at steadily decreasing cost. If

one wants to capture in a single term what has really increased,

one could do worse than the term "access bandwidth." Thanks to

Gutenberg and the later discovery of how to make paper from linen

rags, it has been possible for some time to store large amounts

of information in certain locations, such as the major libraries

of the world. In our own century, the development of electronic

means of storing and accessing information has increased the ease

of both storage and retrieval. What current developments in

16
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1 information technology are doinq is making it increasingly

feasible to store truly huge amounts of information very

economically, to make this information far more immediately

- accessible to people who want to use it, and not only to deliver

to the users the information in prepackaged form but also to

provide them with processes and procedures for manipulating it in

useful ways.

1.5.2 Near-term Expectations

Most, if not all, of the trends noted above will undoubtedly

continue into the foreseeable future. The costs of computer

- components will continue to decrease, as will their size and

U power requirements. Speed will increase, as will reliability.

The demand for components and systems will continue to grow.

Applications will continue to proliferate.

These predictions all seem reasonably safe. Of course, they

-. amount to nothing more than a timidly qualitative projection of

the past. When one attempts to quantify what will happen one

begins to run the risk of almost certainly being wrong.

* Nevercheless, one can find some guesses of a quantitative sort

regarding what will happen during the next few years. Bvlinsky

(1981), for example, has reported a prediction that the

production cost of integrated circuit memory will drop to less

than .005 cent per bit by the middle of the decade. The size of

17

'a o

5%



the smallest feature on an integrated circuit is expected to

decrease to less than 1 micron by the mid-1980's (Kahn, 1978)

Young (1981) anticipates several million components on a VLSI

chip by the end of the decade. Leonard (1980) has predicted that

the worldwide demand for semiconductor random-access memory will

be about 20 trillion bits by 1982 (up from about 1.5 trillion in

1980). The number of active element groups in the average U.S.

home is expected to be close to .5 million by the end of the

decade, up from a few thousand in 1980 (Robinson, 1980).

Phipps (in press) points out that 15 years ago, the per

capita consumption of electronic circuits in the United States

was approximately three, whereas today it is roughly 10,000, and

by 1990 it is expected to be about 2 million. This means that by

the end of this decade the number of electronic circuits

available for use in the United States will be roughly 2 million

times the size of the population, a prediction that is not only

believable, but possibly even conservative. However, it is

difficult to imagine what its realization will mean.

Some of the expected advances can occur as the result of

further refinement of existing techniques. Others will require

Vthe development of qualitatively different ways of doing things.

Production of integrated circuits with submicron feature sizes,

to illustrate the latter case, will require the use of X-rays,

18
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*electron beams, or some other form of relatively short wavelength

. radiation, inasmuch as the current feature size is close to the

limit imposed by the resolving power of visible light.
S

Two developments that are currently causing considerable

excitement in the computer industry, and that are likely to play

a significant role in advancing information technology in the

1980s and beyond, are the magnetic bubble memory and the

Josephson junction. In a magnetic-bubble memory, one bit of

information is represented by the presence or absence of a tiny

area (magnetic bubble) that has a direction of polarization

opposite to that of bulk of the material in which it is embedded.

uThe most common material for bubble memories at the present is

synthetic garnet, which permits the use of bubbles about .5

micrometers in diameter. Bubble memories built with thin films

of metallic glasses may make feasible the use of bubbles of about

.1 micrometer in diameter, thus allowing a 25-fold increase in

packing density over the current state of the art.

Normally-conducting vortexes in superconducting metallic glasses

offer the possibility of another two-orders-of-magnitude increase

in storage density over the .1 micrometer bubble memories,

inasmuch as the vortexes measure only .005 to .01 micrometer

*(Chaudhari, Giessen & Turnbull, 1980).

The Josephson junction, a device invented by Brian Josephson

19
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* in 1962, could replace the transistor as the fundamental element

of computer technology, just as the transistor replaced the

vacuum tube. The Josephson junction works on principles

different from those of either the vacuum tube or the transistor,

but like both of them it can act as a switch for an electronic

signal. Among the advantages of the junction are the speed with

which it can switch from one state to another (about six

*picoseconds) and its relatively small power requirements (because

it is a superconducting device). It also can store information

as well as function as a switch. The expectation is that when

Josephson junction technology is further developed, it will be

possible to construct computers from these devices that will

consume a fraction of the power of today's microcomputers and

will have memory cycle times of less than one nanosecond (Matiso,

1980).

Thus even with techniques that are already known, albeit in

some cases still at an experimental stage, one can see a

continuation at least for the near future of the recent trends in

size, speed, power requirements and so on. That is not to say

that these trends can continue indefinitely. Although the most

exciting developments are likely to come from the least

predictable quarters, there are -- the ohysicists tell us -- some

fundamental limits that some of these trends will sooner or later

encounter. Size can be reduced only so far, for example, until
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it runs into the limits of atomic structure. Indeed, the .01

micrometer mentioned in connection with bubble memories is within

two orders of magnitude of the diameter of a hydrogen atom.

S IMoreover, problems arise long before such fundamental limits are

approached.

While the question of how far current trends can continue

* - before encountering fundamental limitations is an open one, it is

not clear that it has any very significant immediate practical

implications. Moreover, it is likely that before current trends

are pressed to their limits, fundamentally new computing

. - architectures and approaches will be developed that will make

these limits irrelevant. What is clear is that the computing

resources that will be available in the foreseeable future will

. be enormous and widely available. Long before progress in

information technology is halted because of fundamental physical

limitations, we are likely to encounter obstacles of a quite

different kind, namely our limited ability to exploit effectively

the potential that the technology represents.

What kinds of applications of information technology can we

anticipate in the foreseeable future? If we assume that computer

resources are going to be increasingly widely distributed,

- •readily accessible and inexpensive, then efforts to predict how

they will be used are probably doomed to failure, or at least to

gross understatement.

21

""" ";" ' -".'"' '- .-- -- * ... . . . - .. . . . - - - -- -.



S S ~ ~ .7- - - -

However, one can list a number of ways in which it now seems

. likely that information technology will be developed and used in

' the next few years. The following list of possibilities includes

general techniques for information handling and broad application

areas useful to both military and civilian sectors.

0 Development of new architectures for processors and
memory utilizing new materials and techniques, including
gallium arsenide logic, superconducting devices such as
the Josephson junction, charge-coupled devices, magnetic
bubbles, optical communication and storage, and
three-dimensional integrated circuits.

o Increasing use of fiber optics, microwave, and satellite
technologies in communication systems, with the effect
of broadening bandwidth greatly and providing increased
accessibility to information of almost every sort.

o Satellite transmission directly to information users,
increasing enormously the amount of information that can
be delivered.

o Development and refinement of software tools to help
designers and programmers cope with the increasing
complexity of their tasks.

o Increasing emphasis on distributed computing systems and
parallel processing approaches to the solution of
complex problems.

o Much greater attention to practical applications of
artificial intelligence, made feasible by the
availability of sufficient computinq speed and memory
capacity provided by very-large-scale integration.

o Increasing use of speech as a means of communication
between people and computers, and between people and

"V2  people via computer networks.

o Widespread use of electronic mail, electronic funds
transfer, and computer-mediated communication more
generally.
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- o Increasingly powerful word-processing, document-
preparation and information-management tools in the
office.

o Increasing use of electronic means of composing,
* proofreading, editing, and disseminating "publications."

o Computer-based recruiting, cataloguing, and
requisitioning; and proliferation of computer-mediated
information services generally.

o Increasing involvement of computers in monitoring and
_ control processes across a wide range of activities or

systems: from the computerized fuel injection system
in vehicles that optimizes energy usage by adapting the
fuel mix to match the conditions of the moment, to the
operation of a complete economy.

o Increasing use of automation and robotics.

o Increasing use of smart (and instructable) devices in
offices and vehicles.

o Concentration of very large amounts of information of
various types.

o Inexpensive ways of storing large amounts of information
electronically in offices and other work places.

o Electronic accessibility from the work place or home of
R. information stored in major repositories.

o Two-way real-time communication between broadcasting
- facilities and recipients.

Beyond these rather general developments, we can expect to

see an increasingly important role of information technology in

Army and other military systems, including its infusion into

existing systems and the creation of new kinds of systems that

could not exist without it. Examples include:

* o Guidance systems for individual missiles.

o Air surveillance and attack warning systems.
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o Tactical fire control systems.

o Battlefield information systems.

o Message communication systems.

o Distributed command and control systems.

A change that we are beginning to see, and that will become

increasingly apparent, is a change in the predominant mode of

computer use. The technique of time-sharing was developed in the

early 1960s and has served us well through the last two decades.

There will probably continue to be a demand for time-sharing

services throughout the 1980s and perhaps indefinitely. The

primary motivation for developing time sharing, however, is no

longer as compelling as it once was. When time sharing was

developed, economic considerations dictated that the only way

that many people who had a need for a significant amount of

interactive computing power could get it was by sharing very

costly resources with many other users.

In the future we will see the rapidly increasing

4availability and use of "personal" computers that are as powerful

as the most powerful machines of a decade ago, but which will

* sell for a small fraction of the cost of those machines. They

will be usable in a stand-alone mode, but they will also

communicate with other computer resources via networks and thus

. will provide users with facilities that are beyond the
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capabilities of personal machines. A common use of personal

!!!!. computers will be to support complex displays and word-processing

applications locally, while depending on remotely located and

*0 shared facilities for long-term storage of programs, large

number-crunching applications, and so on.

Taken together, the proliferation of information systems and

their predominantly interactive character make it imperative that

the human factors aspects of the design and operation of these

* systems be energetically addressed. Many past systems have

' ,failed for lack of good human engineering. Such failures must be

avoided in future systems if the full potential of this rapidly

. 'evolving technology is to be realized.

" * 1.6 Some Anticipated Changes in DoD Computer Systems

£ IThere is a growing awareness within DoD, and within the

government more generally, of the fact that information

technology is advancing at a sufficiently rapid rate that many

current systems and operating procedures are obsolete or are fast

" becoming so.. Evidence of this increasing awareness and

. recognition of the need to institute changes that will exploit

* this technology are found in a variety of recently issued

S. reports. In what follows, we briefly review selected aspects of

several of these reports that relate most directly to the subject

i v of user-computer interaction.
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1.6.1 The WWMCCS Information System and Its Planned
Modernization

Computers have been widely used in military contexts since

they were developed, and the dependence of military functions and

operations on computing resources has increased dramatically over

the years. A problem that was recognized twenty years ago was

that of assuring the compatibility of the many systems that were

being implemented by the different military forces and commands.

A DoD directive issued in the early 1960s established the concept

of a World-Wide Military Command and Control System (WWMCCS) and

emphasized the importance of linking the various existing and

anticipated military command and control systems to a national

system that would support the National Command Authorities (NCA),

which at that time consisted of the President, the Secretary of

Defense, and the Joint Chiefs of Staff. While each command was

authorized to develop systems to meet its own particular

requirements, the intent was that these systems were to interface

in such a way as to meet also the needs of the NCA. The approach

did not work well; in particular, the computing facilities that

had been developed to meet the needs of specific commands could

not be made to work well in combination.

- In the early 1970s, DoD adopted a new policy that

centralized the planning of computer procurement and established

certain standards and constraints regarding both equipment and
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procedures. The primary function of the WWMCCS was redefined to

". be that of supporting the NCA. The National Military Command

" System (NMCS) was designated to be the focal point of WWMCCS, and

* . command and control systems of all DoD components were to be

. configured and operated so as to support the NMCS as well as

their own specific missions.

To facilitate standardization and interoperability, two

properties to which high priority was attached, the decision was

made to build the WWMCCS around a single off-the-shelf model of a

[ computer for which research and development were essent.ally
complete. The computer that was selected was the Honeywell

H-6000. As of early 1981, 83 H-6000 CPU's had been procured for

- use in the WWMCCS. These machines are deployed at 26 operational

sites. Twenty of these sites are connected by means of the

WWMCCS Intercomputer Network (WIN). As of 1981, the total number

of work stations in the WWMCCS is in excess of 1,500 (1087

located at WWMCCS sites and 462 located remotely).

WWMCCS software falls into two broad categories: system

software, which tends to be standard across sites, and

applications software, which may be unique to one or a few sites.

It has been estimated that there are currently about 8 million

lines of system software code and about 18 million lfines of

applications software code. Much of this software is considered

to be in need of redesign and modernization.
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Recently (January, 1981), the Assistant Secretary of Defense

(Communications, Command, Control and Intelligence) released a

report describing a plan for modernizing the automated data

processing capabilities of the WWMCCS Information System (WIS).

The report was prepared for the U.S. House of Representatives

Committee on Armed Services, in response to House Report No.

96-916. In what follows, the report will be referred to simply

as the ASD WIS report.

The ASD WIS report contains much that is relevant to the

problem of defining militarily significant research problems in

the area of user-computer interaction. Mention of two specific

problems that it identifies -- inadequate on-line software

development and data management tools, and user-computer

interface deficiencies -- suffices to make the point.

The ASD WIS report summarizes the need to modernize WIS as

follows:

a major modernization and enhancement of the current
WWMCCS ADP and the entire WIS, including the basic
information reporting system and its procedures, will be

- - required over the next ten years to meet national
priorities for situation assessment, crisis operations,
and rapid deployment and support of military forces
worldwide. Modernization of the ADP hardware alone will

* not be sufficient to provide the capabilities required
for the wide range of WWMCCS functions. Redesign and
modernization of the major applications software which
supports a broad range of functions and users are
essential. (p.14)
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DoD's interest in modernizing the WWMCCS Information System

stems basically from two facts: (1) WWMCCS ADP has become a

vital resource to its users, and (2) there is a general

recognition that the system is not as effective as it could or

should be, in part because the hardware and software on which it

is built are now out of date and lagging the state-of-the-art of

- - information technology.

According to the ASD WIS report, most major U.S. military

installations in the U.S., Korea, and Europe are connected to the

WIS. Typical purposes for which the system is used include the

following:

o maintenance of status and location of forces and

resources,

• . o planning for force mobilization and deployments,

o preparation of the SIOP (Single Integrated Operational
£ Plan),

o calculations for SPACETRACK,

. o scheduling of MAC cargo and passenger reservations,

o estimating and monitoring Navy fleet fuel consumption,

" . o assistance in preparation and processing of AUTODIN
messages, and

o assistance in preparation of Air Force tactical "frag"
orders.

It is significant that the WIS Modernization Plan rejects

the possibility of directly replacing obsolete machines with more
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modern equipment in a one-for-one fashion so as to preserve the

overall system architecture. Instead, the decision has been made

to develop a distributed computing system in which small

computers dedicated to individual functions are linked by means

of local networks. The anticipated advantages of such an

architecture include flexibility and modularity. A distributed

computing architecture is also expected to increase survivability

of a system, inasmuch as the loss of one or a few components does

not necessarily bring down the entire system.

Another key concept relating to the modernization plan is

that of families of functions. The ASD WIS reDort identifies

five such families, the first four of which are operational

families, and the fifth of which is a general purpose family of

command center functions. The four operational families are as

follows: (1) resource and unit monitoring, (2) conventional

planning and execution, (3) nuclear planning and execution, and

(4) tactical warning and space defense. The general-purpose

family of command center functions includes: (1) local network,

(2) data base management systems for data base storage,

retrieval, and manipulation, (3) security controls, (4) user

support functions, (5) message handling, and (6) graphics

support. The command center family would be required at every

WWMCCS site whereas the operational families would not be. (The

resource and unit monitoring family would be required at most
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. U sites). The planned capabilities of the four operational

families reproduced from the ASD WIS report are attached as

S""Appendix A.

The plan assumes that both hardware and software will be

S"-standardized within a functional family but not necessarily

across families, although it is recognized that standardization

is desirable, in general, for logistic training and maintenance

purposes.

The ASD WIS report distinguishes two categories of WIS

modernization activities: (1) those that relate to the

K "functional families and are common to a number of sites, and (2)

those that relate to command-unique requirements. Command-unique

hardware and software would not be subject to the same

standardization constraints as the functional families, but could

be designed as appropriate to the needs of the specific command.

Responsibility for the development of the hardware and software

.- components to support the former activities will rest with the

joint program manager. Command-unique activities will be the

responsibilities of the individual commands.

The schedule for modernizing WIS identifies four phases, the

. first three of which are to start concurrently at the beginning

of FY 1982. The first phase will be devoted to upgrading the

existing system by correcting some of its major deficiencies so
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as to get some short-term improvement in performance. Phase II

will focus on enhancing support to command center personnel. The

emphasis in this case is particularly salient to 1uman factors

research, inasmuch as the intent is to make the system more

available and useful to the user. One of the ways in which the

usefulness of the system is intended to be enhanced is through

the provision of user-oriented automated message handling. This

includes "supporting functions such as the composition,

coordination, and transmission of messages developed by users and

the automated receipt, distribution and accounting of messages

received by the users. Other functions such as maintenance of

historical message files, on-line preparation of private

user-oriented files, and gathering of statistics will be

included" (p. 41).

Inasmuch as the primary mode of use of WIS is intended to be

an interactive one, the design of the user work station and of

the software that supports the user-computer dialogue are also

critical issues. The intent, according to the plan, is to

develop a family of work stations, each member of which would

provide a different level of capability for the user. The plan

appears to be to implement work stations that initially provide

the user with access to the automated message handling function,

to the network interface and to selected applications supported

by the H-6000s of the current system, and to expand the
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:n capability of the work station so as to provide access to

additional WIS functions over a period of time, eventually

providing access to all WIS functions through at least some of

Sthe individual stations.

Phase III of the WIS modernization effort will be devoted to

the development of the software necessary to support each of the

four operational families of functions. Phase IV, which is

scheduled to begin late in FY83, will focus on development of the

hardware and software required to support command-unique

requirements. The initial plan carries the effort through 1990

- and the total cost is estimated at between $1 and $1.3 billion.

mA particularly noteworthy aspect of the ASD WIS report is

its recognition that the conventional model of the system design

process, in which one moves sequentially from a needs assessment

3 to a functional specification to a hardware design to an

implementation, is unworkable for complex computer-based systems.

A major reason for its unworkability is the fact that the

introduction of complex and powerful tools often changes the

character of the functions that are performed and the work that

gets done. The report puts it this way:

A further consideration in the requirements
determination process is the fact that the introduction
of ADP has already had (and is expected to continue to

have) a major impact on the way in which command and
control is organized, broken into functions, and
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implemented. Thus, requirements for command and control
systems involving ADP do not fall neatly into the
traditional "top down" process. A serial approach of
first stating requirements and then undertaking
architectural aspects cannot be rigidly applied here (or
in other systems with a high dependence on organizational
and human aspects). Rather, a parallel
requirements-architecture and feed-back approach is
indicated, with interaction and feedback at each level of
the hierarchies. (p. 29)

One of the implications of this view for human factors

research is the need for its involvement throughout the system

design and implementation process. If the introduction of

increasingly sophisticated computer-based tools into military

operations will change the character of those operations, and in

particular the nature of the demands that are placed on the users

of those tools, it is essential that the kinds of studies be

performed that will anticipate those chanqes and assure the

user's ability to adapt to them.

1.6.2 CENTACS and the Military Computer Family

In keeping with its policy of standardizing on computer

equipment and assuring that all equipment procured meets certain

Army requirements, the Army established in 1974 the Center for

Tactical Computer Systems (CENTACS) to provide a focal point for

*0 the development of all of its tactical computer-based systems.

According to the Standard Computer Resource Interface and

. Management Plan (referred to as the SCRIMP report) issued by

*" CENTACS (1980), CENTACS' activities focus on five major areas:
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1 o The Military Computer Family (MCF);

o The DoD programming language designate, ADA;

o The Intelligent Terminal Family (ITF);

o A Teleprocessing Design Center (TDC); and

o A Systems Management Engineering (SME) function.

The Military Computer Family will include a

super-minicomputer (AN/UYK-41), a microcomputer (AN/UYK-49), and

a single module (card) computer, all of which are to meet

-Army-developed standards. The intent is that all battlefield

automated systems will make use of members of the MCF after they

become available in 1987. The General Specification

(CR-CS-0037-001, June 1980) calls for human enqineering of

equipment designs in accordance with MIL-STD-454 requirement 62.

"* i - It mandates that "maximum effort shall be directed toward

reduction of human operational error, particularly in the design
of formats/information displayed to the operators and

maintainers" (p. 12). While the computers of the MCF will vary
in size and capability, all will make use of the ADA programming

language and will feature a common instruction set architecture.

This instruction set architecture, which is called Nebula

* . (MIL-STD-1862, 28 May 1980), is a 32-bit architecture designed

for efficient compilation and execution of ADA programs.

ADA is the product of a five-year effort to design a
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high-level programming language to be the standard language for

military use. Design specifications went through a series of

revisions, the code names for which were STRAWMAN, WOODENMAN,

TINMAN, IRONMAN, STEELMAN, and STONEMAN. ADA is scheduled to be

introduced into Army operations in 1983.

The Intelligent Terminal Family refers to terminals,

displays, and other peripheral devices that will be used to

provide access to computing resources. One terminal that has

received much attention to date is the so-called Digital Message

Mini Terminal, a general purpose hand-held message entry device.

What the Army wants in this case is a terminal of less than 60

cubic inches, weighing less than two pounds, that will provide

interactive capability for message generation, editing, storage,

retrieval, and display. Prototype models of such a terminal are

currently being developed under contract to the Army by the

Magnavox Corp.

The SCRIMP report identifies the lack of a standard product

line of terminals as being responsible for "a growing

proliferation which is impeding the attainment of

• interoperability, continuity of operations, security,

reliability, availability and maintainability" (p. 11). It also

*. identifies the lack of a map background and the inability to

interact with a data base as inadequacies of the existing digital

36

".,V '



.-plotter map and electronic tactical display used in the Tactical

Fire Direction System (TACFIRE).

The Teleprocessing Design Center is a computer laboratory

that contains, among other things, a Microprogrammable

Multi-Processor System, which is used to emulate other systems

(such as the TACFIRE and the TTC-39 Programming Support System)

for purposes of debugging and analysis.

' The purpose of the Systems Management Engineering function

is to provide system engineering support and coordination so as

* ' to ensure the compatibility of the various resources that are

developed for the MCF.

According to the SCRIMP report, both military doctrine and

emerging technology point up the potential value of designing and

implementing future military information systems as distributed

systems. The benefits of distributed systems, the report

suggests, are at least three: improved system performance,

survivability, and flexibility.

This emphasis on distributed systems is consistent with that

found in the plan for modernizing the WWMCCS Information System.

It is also a reflection of a major current trend in information

technology more generally, and it has definite implications for

the kinds of human factors problems that will be encountered in
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the systems of the foreseeable future. We will return to this

theme several times in this report.

1.6.3 DARCOMIS Blueprint for Information Processing in the 1980s

The Army Material Defense and Readiness Command (DARCOM) is

looking to the introduction of new information technology in the

1980s to improve the "metabolism rate" for its operations and

management. In the words of a recent report from this agency,

entitled "Blueprint for DARCOM Information Processing in the

1980s," "the infusion of technology should shorten completion

times for actions of all kinds including supply transactions,

development cycles, research projects, procurements, management

and budgeting processes, and administrative actions" (DARCOM,

1980, p. 3).

The Blueprint identifies eight different types of needs for

information processing and communication:

o General needs: the need to provide continuity of
current operations.

o Personal support: e.g., support needed to provide
personnel with individual access to various systems for
informal electronic communication, document preparation,
information management and other office functions.

o Transaction handling: the need for interactive systems
to facilitate origination, submission, and follow
through on transactions.

o Narrative text handling: tools for text prepartion and
editing, document assembly and distribution, storage and
retrieval of textual information.
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o Technical data handling: tools for dealing with large
amounts of numeric tabular data.

o Graphic data handling: the need for tools to facilitate
preparation and use of graphic materials such as

Nk technical drawings, and to integrate graphic material
with narrative text and documents.

o Filing and retrieval: the need for central mass storage
* :to retain very large amounts of information, and access

to those repositories via electronic data networks.

* o Information systems interconnection: to provide access
to the same information from multiple sources and to
assure information mobility.

The DARCOM ylueprint points out the importance of having

text editors, message systems, and information retrieval systems

functioning in an integrated way. One wants to be able, while

preparing a document, to retrieve needed information from various

data banks using the same terminal for searching for the

" information and for editing it into the manuscript in

preparation. Similarly, the same terminal and, preferably, the

same computing environment should provide the user with the

capability of sending the document draft or parts thereof to
colleagues for review or for purposes of collaboration in its

preparation.

The report also identifies the following six major thrusts

that are being undertaken to improve the support that computers

are providing for DARCOM's mission:

o The architecture thrust: to move particular software

.13

L, . ..,' " 39",, e . " ", ' - ' -.- , ' . '''. . ' ' . . . . -. ,



functions from existing mainframe computers (IBM and CDC
machines) onto minicomputers that will be connected to
the existing mainframes; when the workload of the
mainframes has been reduced by approximately 50%, a
decision is to be made regarding whether to continue
transferring workload to the minicomputers or to acquire
new large mainframes to service some portion of the
load.

o The distributed processing thrust: to dedicate
minicomputers with their own local data bases to the
support of selected mission areas.

o The narrative processing thrust: to provide text
editing tools, message systems, and other office
automation tools on personal computers.

o The digital technical data system thrust: to provide
new approaches to the handling of technical data
packages including the digital representations of
technical drawings.

o The security thrust: to increase the physical and
electronic security of computing facilities,
commensurate with the increasing dependence of DARCOM on
their use.

o The networks thrust: to service the increasing
requirement for exchanging large volumes of data at
various speeds among the many computers in the command.

These thrusts have been identified for the purpose of

permitting an evolutionary improvement in the use of computing

resources within DARCOM without causing an upheaval in the

command. The smoothness with which the intended improvements

will be realized will depend in no small degree on the attention

O that is given to user and interface issues in the implementation

of these thrusts.
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1.6.4 Report of Advisory Committee on Information Structure and
Functions for the EOP

In May of 1979, the Director of the Office of Administration

am of the Executive Office of the President (EOP) established an

Advisory Committee on Information Network Structure and

* - Functions. (Although the EOP is not part of DoD, its plans for

S--implementation and use of computing resources are clearly germane

to the purpose of this report.) The Committee's purpose was "to

outline a structural and functional plan for the EOP information

network, striving for immediate implementation and minimum

network life of 10 years" (Dertouzos, 1980, p. 6). The EOP

Information Network was defined "as consisting of all non-mission

U oriented information processing and data communications services

along with supporting hardware and software systems that are

centrally administered and common to the EOP user community"

(ibid., p. 12). The intent of the developers of the network is

that it provide access to any computer resource by any authorized

user on a 24-hour-a-day, seven-day-a-week basis. Among the

administrative units that would be expected to make use of the

* [network are the Executive Office of the President (EOP), the

S:.Office of the Vice President, the Office of Management and

Budget, and the National Security Council. In addition to

- providing reliable and convenient service, the network is

intended to be able to grow gracefully with the technology to
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insure the privacy and authentication of data and to be in the

i* technological forefront of fiscally prudent systems.

The services that the Advisory Committee recommended that

the Network initially provide include the following:

(1) a top-level command language for accessinq all
network core services; (2) means for providing
communication between computers, terminals and other
network nodes; (3) means for user login and logout; (4) a
text editor and formatter; (5) means for the preparation,
transmission and processing of messages among EOP users;
(6) means for transferring large data files from one
network to another; (7) means for performing speed, code

. and protocol conversion. (p. 3)

Services that are expected to be added to those listed above

include:

(1) means for mixed media communications; (2) extended
office-related functions; (3) means for transparent use
of the network, e.g., by users requiring very high-speed
links; (4) an on-line tutoring service for assisting
novice users; (5) means for text format translation,
e.g., for transferring data among different wordprocessors; and (6) hardware/software privacy and.authentication mechanisms. (p. 4)

.._5 It is clear that the development of these services in such a

way as to ensure their usefulness and usability will involve

dealing with a number of human factors problems, e.g.,

a: determination of the characteristics of the top-level command

language, the text editor and formatter, the message system, the

- "?file transfer protocols, and the on-line tutorial help features.
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All of these things relate to the user-computer interface; the

ease and effectiveness with which users will be able to interact

with the system will depend heavily on the specifics of their

design.

3
1.6.5 Report of the IDA on C I Data Communication Networks

In December, 1977, the Institute for Defense Analysis (IDA)

was asked by the Office of the Director, Information Systems,

* Assistant Secretary of Defense (Communications, Command, Control

and Intelligence) to analyze the computer-data communications

networks currently in development, especially with a view to

their implications for the intelligence community. The

- U conclusion's and recommendations in the final report from the

-:. study (Bartee, Buneman, Gardner, and Marcus, 1979) relate to

- three major topics: (1) communications systems protocols, (2)

query languages for using data base systems, and (3) the

advisability of a local Washington area data communications

" -: network.

4. Of particular relevance to this report are some of the

conclusions and recommendations relating to query languages for

providing network access to data base systems. One such

conclusion the investigators drew was that there currently is no
3" language that is completely satisfactory for all C I users. The

- :need for a common language, or at least for some standardization
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among languages, derives in part from the fact that there are

currently at least 100 different data bases that are used for

intelligence purposes, which are maintained by upwards of 20

different systems. Given that each system has its own query

language and that most query languages are not trivially easy to
learn to use, accessibility of these data bases to the average

potential user is seriously limited. The authors point out the

need not only for standard ways of making specific queries of the

systems, but also for browsing capabilities.

It is of some interest that the authors of the IDA report

question the advisability of putting great emphasis at the

present time on the development of natural language interfaces to

intelligence systems. They argue not that this possibility

should be ignored, but rather that there are higher-priority

problems that require resolution. Following a review of several

query languages based on different data base structures (e.g.,

relational, network, hierarchical), the authors conclude that

what is needed is the development of "intermediate" query

languages into which several other query languages could be

readily translated. One language that has been proposed to serve

the function of an intermediate language is ADAPT (Glaseman and

Epstein, 1978). While the authors of the IDA report aqree that

ADAPT should be developed further with this intermediate language

, . role in mind, they recommend the exploration of other
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N possibilities as well. They also recommend that attention be

given to the design of a friendly interface for whatever

intermediate language is developed. In addition, they note the

3 desirability of developing techniques to permit the querying of a

large data dictionary that encompasses data bases at different

geographic locations. Such querying could constitute a top-level

i browsing through the entire collection of data bases, looking for

pointers that could be worth pursuing.

* 1.6.6 Summary Comment

The reports mentioned above were produced by several

- different authors and agencies. Each presents a somewhat

* different perspective on the use of computers by DoD in the

- near-term future, but they share certain common themes. From

• .these reports, one gets a picture of anticipated radical changes

* !in the way computers and computer systems will be structured,

. deployed, and used. An obvious trend is in the direction of

" - distributed operating systems. Rather than being concentrated in

a few large, remotely-accessed mainframes, computing power will

be widely distributed among a very large number of small but very-I

. powerful machines. These machines will be interconnected via

" data communications networks, and networks themselves will be

* 0interconnected via internet gateways. Large machines will still

be used, but they will not be the source of much of the computing
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power that is required at operational sites; they will be the

repositories for very large data bases and the work stations for

- problems that require excessive amounts of computing power.

The cost, standardization and interoperability of software

will be of increasing concern. The cost of software development

is already considerably higher than the cost of hardware,

standardization is minimal, and interoperability is practically

non-existent.

The tools that will be available to end users will be

numerous and sophisticated. Among the kinds of tools that appear

to be of special interest are those that relate to message

preparation and processing, and to information management more

generally.

The prevailing mode of computer use will be interactive, and

the user community will include people at all levels within the

command structure, most of whom have had little, if any, training

in computer technology. Consequently, there is wide recognition

of the need for "friendly" interfaces, user aids, and effective

safeguards against human error. The development of versatile

terminals that provide adequate input-output bandwidth and

require relatively "natural" inputs from the user is also a

perceived need, as is the development of query lanquages and

interaction protocols that will facilitate effective

communication between user and machine.
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The increasing dependence of the military on computer-based

systems, and on information technology more generally, is

obvious. That the systems currently in operation are rapidly

- becoming obsolete appears to be widely recognized, as the

emerging plans for modernization attest. Any modernization

effort that is to have a chance for success must pay careful

attention to issues of usability. Given the newness and

complexity of the architectures, tools, and capabilities that are

being developed and our lack of experience in using them, many of

these issues are opportunities, if not mandates, for human

factors research.
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2. MILITARY APPLICATIONS OF INTERACTIVE COMPUTER SYSTEMS

To provide a background for the discussion of specific

issues in the following sections, we discuss briefly here a few

activities and functions that are relevant to Army operations as

they are currently performed or as they are likely to be

performed in the near future. It is not our intent to attempt

=7 anything like a comprehensive survey of military operations, but

rather to touch upon a few activities that we believe are

illustrative of the variety of ways in which computers are, or

soon may be, used in military contexts.

g 2.1 Communication

The centrality and criticality of communication for military

operations is obvious. Without effective communication between

* and within operational units, the military could not function.

This is true in peacetime as well as in wartime; effective

" 'communication is important to the objective of avoiding conflict

and crisis as well as to that of resolving conflict or managing

crisis. The increasing complexity of military systems involves a

paradox with respect to this problem: on the one hand, the

communication technology is becoming ever more powerful and

versatile; on the other hand, the demands for rapid situation

assessment and decision making and for the coordination of

L
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geographically and organizationally separated activities are ever

more severe.

An apparent trend in military communications is the

increasing dependence on computers. Indeed, the extent of this

dependence has become so great that the distinction between

computer systems and communication systems is increasingly

difficult to maintain (Nickerson, 1980). It is worth noting in

this regard that the ASD WIS report also identifies communication

between personnel at different command centers via on-line

teleconferencing and message exchanging as a significant use of

the WWMCCS Intercomputer Network.

A concept that could have profound implications for the need

for communications is that of the distributed command post. The

proposed concept calls for dividing the command post into

functional cells, each of which is independently mobile and has

self-contained communication capabilities. Cells would be

dispersed at intervals such that no single conventional weapon

strike could take out more than one of them. The principal

advantages of the concept are that a distributed command post

would be difficult to find, hard to disable, amenable to

incremental replacement, and easy to move.

While not yet approved as official Army doctrine, this

concept is compelling, and it appears that some mechanism for
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decentralizing command post operations will become essential as

electronic detection and targeting systems and other battlefield

hardware become more sophisticated. A centralized divisional

*. command post with 200 to 300 personnel is simply too easy to

identify and too significant a target to remain viable as

technology improves.

In what follows, we discuss briefly several aspects of

communication operations, illustrating their importance at all

levels of command, from foot patrols through battlefield command

posts to the National Command Center.

.2.1.1 Message Processing

As was noted previously, rapid, reliable communication is

essential to any group that must act in a coordinated fashion

while dispersed geographically. Effective, continuous

communication is especially critical during rapidly changing

situations. One frequently hears reports, however, of

communication failures in military situations that would seem to

have been preventable. A common complaint is that message

centers often find it impossible to deal with the amount of

message traffic that some tactical situations produce. When the

center is loaded beyond its capacity, important messages may be

delayed, misdirected, or lost completely. The development and

use of message processing techniques that would assure the
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timely, accurate routing of messages and minimize the probability

of a system breakdown due to overload is a continuing military

problem of considerable significance.

Consideration of this problem suggests that there are

several underlying generic issues. What rules and procedures

should govern the sending of messages? Should it be allowable to

address messages to any possible recipient, or should the message

flow be constrained to follow hierarchical organizational lines?

Should special communication procedures be followed in a crisis?

One of the characteristics of a computer-based message

(electronic mail) system is that it provides all users with

access to all other users. Is this a desirable thing in a

tactical communication system? If it is not, what kind of an

access control discipline is required? To what extent should

this discipline be changeable by command or adaptable to

situational demands? In a computer-based message system, there

is the possibility that knowledged-based or other advanced

techniques may be employed to help manage the flow of messages so

as to minimize the impact of crisis situations.

Another set of issues relates to the kind of feedback that a

user of a tactical communication system should receive: feedback

regarding the status of the system (is it alive or dead? is it

attending to that particular user?), feedback regarding whether a
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message has been sent (and received), and feedback regarding

whether the user's intentions have been realized (that is,

whether the prescribed actions have been taken).

Many of the messages that are sent over a tactical

communication system are of interest or use only for a short

period of time. Such messages should (presumably) be purged from

the system when they are no longer useful. On the other hand,

some messages must be retained for long periods of time, if not

indefinitely. What procedures and policies might be developed to

assure that a system retains the information that should be

retained and automatically purges what should be purged, and

purges it as soon as possible so it does not represent an

unnecessary drain on system resources?

The more sophisticated computer-based message systems now

* provide users with many more functions than simply those of

sending and receiving messages. In particular, they are

* beginning to provide the functionality of local information

management systems. Like most other software systems,

computer-based message systems have been developed in accordance

with the intuitions of their designers. Their development has

not been guided, for the most part, by empirically validated

* principles about how communication and information management

functions should work.
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2.1.2 Content-dependent Message Routing

A primary purpose of a communications system is to transmit

messages from one point to another. The destination of a

transmission is typically specified by the sender. For many

purposes this addressing policy works very well because the

sender knows to whom the message should be sent. For some

applications, however, sender-controlled addressing does not work

so well, and a preferred policy is to have receivers designate

the kinds of messages they wish to receive. Intelligence

information-distribution systems sometimes work on this basis.

An intelligence specialist may specify, for example, that he

wants to receive all incoming messages or reports that pertain to

his area of specialty (e.g., all reports of activities of a

certain type or occurring in a certain geographical region).

In a computer-based message switching system, it should be

possible to do some amount of message routing automatically on

the basis of message content in accordance with the interest

profiles of receivers. How much of this can be done, and how

effectively, depends on several factors, especially on the

ability of the system to analyze messages according to content.

Manual classification of messages with respect to content by

senders is, of course, a way of avoiding the difficult problems

of automatic content analysis. However, this approach requires
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"- sophisticated senders who are knowledgeable with respect to the

interest categories of the potential recipients. Automatic

classification with respect to content, if it could be done with

acceptable accuracy, would permit the efficient use of operators

whose training and knowledge are at considerably lower levels

than those required for manual content analysis.

2.1.3 Teleconferencing

One of the primary questions being debated in connection

with the concept of the distributed command post is the question

of how the lack of face-to-face contact among command post

personnel might degrade staff coordination. This question has

U imany facets. The existing structure is the product of at least

200 years of evolution, and it will not be discarded lightly. On

the other hand, it is clear that demands of modern warfare are

severely straining the capabilities of the command structure to

assimilate and assess information, to evaluate alternatives, to

formulate plans, to communicate them to all necessary units, and

to coordinate their execution in timely fashion. The recognition

is growing that victory on future battlefields may well belong to

.:. the side with the shorter overall update time for this cycle.

Regardless of the outcome of the debate over the distributed

command post concept, the requirement for mobile forces around

the world has already made multiple-person communication via
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remote telecommunication links an essential component of future

Army operations.

Over the last 20 years, there have been episodes of intense

research on the design of such teleconferencing capabilities, but

no sustained effort leading to systematic principles of design.

In 1963, the Institute for Defense Analysis undertook several

interrelated studies concerned with evaluating the feasibility of

high-level international conferences via telephone or teletype

(Bavelas et al, 1963). In the early 1970s, Klemmer, at Bell

Telephone Laboratories, edited a special issue of Human Factors

(Klemmer, 1973), specifically concerned with interpersonal

communications using advanced technology. Many of the groups

identified in that issue continue to be active researchers in the

field. Chapanis, et al (1972, 1977) have reported a series of

studies evaluating alternative communication modes for two-person

problem solving and; similar studies have been done on

alternative schemes for permitting larger groups to interact

through telecommunications systems (Forgie, Feehrer, & Weene,

1979).

Many of the same issues that have been the subject matter

for this work remain, such as:

o identifying the maximum size of a teleconference that
will maintain operational effectiveness,

1 o evaluating the impact of transmission delays,
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o evaluating the contribution made by voice, video, and

hard-copy transmissions among conference sites,

o central vs. distributed control of the conference, and

o defining appropriate training strategies to enhance user
*effectiveness.

Other issues have evolved as a result of the requirement,

particularly in military communication, to maintain cryptographic

security. It is now necessary to research difficult questions

having to do with reduced bandwidth communications, such as

speech intelligibility and acceptability, speaker

recognizability, message integrity, and turn taking.

These questions do not have absolute answers, and they must

* be addressed in relation to a variety of contexts. It is also to

-, be expected that there will be interaction among a number of

independent variables. For example, the size of an effective

conference surely depends on whether substantial transmission

delays are involved. It also depends on the number of modes of

communication that are available.

The proliferation of computers and computer networks has

added a new dimension to interactive media. It is now possible

to envision multimedia workstations, incorporating voice

capabilities and CRTs, that provide access to people and data

bases distributed around the network. From a technical

standpoint, it would be feasible to design a work environment in
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which face-to-face contact would never be required. The need for

such contact would depend on the extent to which effective

interpersonal functioning required it. To our knowledge, aside

from space-to-ground communications over extended periods, such

circumstances have never been researched to determine both the

work-environment design issues and the social-psychological

issues that will impact on remotely-coupled team performance.

There are at least two types of effects that have human

factors implications for teleconferencing. The first type

involves the effects of bandwidth limitations on interpersonal

communications. Assuming that all equipment is working according

to specifications, what bandwidth is really necessary? How

important is it to be able to transmit detailed pictorial

information? How important is it that color information be

included, and that the color be accurate? The second type

involves the effects of degradation in the communications

process. What happens when participants in a conference drop out

(or in) unexpectedly? What are the effects of uncertainties in

whether one's latest transmission has been heard or not?

There are other issues that go well beyond the mechanics of

the teleconferencing process. Any significant change in command

F post organization will necessitate the development of new

protocols, procedures, and techniques, and some time will be
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, required before these are optimized for a given set of

communications capabilities. The command structures themselves

may need to be modified in the light of the new procedures, and

additional staff organization may be needed. Final judgments

must be deferred until the intertwined relationships reach a

reasonable equilibrium.

Other fundamental questions that should be addressed include

the following: How important is speaker recognition in a

teleconferencing situation? How important is it that the speaker

be recognizable on the basis of voice cues? What, if any,

alternative identification or authentication methods are

acceptable?

2.1.4 Mobile Digital Communications (Packet Radio)

We noted in the previous section that one of the anticipated!
major developments in the use of computer technology in the

military is an increasing emphasis on distributed operating

systems and distributed command systems. This implies, among

other things, computer systems linked via data communication

networks.

One of the advantages of a distributed-system architecture

is increased accessibility to system resources from many

locations. Ultimately, a goal would be to make these resources
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accessible from anywhere -- even by users who are on the move. A

problem that must be solved to provide this kind of access is

that of giving the individual user a wireless connection to the

nearest available node on the network. One potential solution to

this problem is packet radio.

Packet radio and its potential use in military contexts are

currently being explored. The development and use of this

technology raise a number of human factors issues and problems.

Moreover, these issues and problems will become even more

relevant as the technology progresses to the point of making

radio transceivers sufficiently portable that they do not require

a vehicle for mobility but can be carried by individual

personnel. Specific issues include:

o The design of a versatile hand-held terminal. The
problem is to design a terminal that provides sufficient
bandwidth (both input and output) and does not require
an inordinate amount of training (as does, for example,
a stenotype machine).

o The design of languages or codes that can be used for
communication purposes in a packet radio network.

o The possibility of speech in the packet radio context.

o Issues of operator training and equipment maintenance.

2.1.5 Foot Patrol Communication

Military communication problems range from those associated

with disseminating information from the National Command Center
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to military units deployed around the world to those of the

infantrymen in a foot patrol who must keep in contact with each

other without divulging their presence to enemy forces. While

there is a natural tendency to focus on the higher level problem

because of the far-reaching implications of communication at this

level, the problem of the foot soldier is equally real and, at

- least from his point of view, of considerable importance.

Brown (1967) has argued that while communication is one of

the army's most perplexing and pressing problems in general, it

is at the level of the small unit and in the context of the type

of patrolling actions that were conducted in Vietnam that the

problem becomes most acute. Both auditory and visual signalling

schemes are used in such situations; however, both have

limitations. Auditory communication is sometimes precluded by

battlefield noise or by security considerations. Visual

hand-signalling is useful only under conditions of unobstructed

line-of-sight between sender and receiver, xad during daylight.

Tactile communication -- via either direct touch or remotely

transmitted electrical signals to the skin -- offers some

advantages, relative to either audition or vision. (Another

context in which tactile communication can be used to advantage

is that of underwater settings. Visual signalling schemes have

also been developed for this purpose, but, again, they are usable

only under adequate lighting conditions.) A human factors
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problem associated with tactile communication is that of

designing an adequate coding system from the point of view of

both sender and receiver.

2.1.6 Reporting of Location Information

A type of information that is often important to transmit

and to transmit accurately in a tactical situation is location

information. The most common way of reporting such information

is verbally, by giving coordinates. It should become possible

with the use of computer terminals in tactical situations to

designate location by pointing on an electronically displayed

map. Whether designating location in this way would be less

error prone than the verbal reporting of coordinates is an

empirical question.

2.1.7 The Problem of Communication Gaps or Failures

It is apparent that communication failures of various sorts

can be catastrophic in crisis situations. It would seem to be

imperative, therefore, that communication systems and procedures

be designed so as to function well, if not optimally, during

crises. Ironically, it is during just such times, according to

some writers, that communications are most likely to break down.

Greene (1973), for example, points out that established channels

and formal information-distribution procedures are often
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worthless when unanticipated crises arise. "The logic of

distribution often breaks down during crises and commanders spend

a good deal of their time trying to find out where their message

should be sent" (p. 111). Again, "information systems procedures

and displays which are based on some sort of format which is

amenable to automatic data processing are almost useless during

- I  these [crisis] times" (p. 112).

Greene stresses the nonroutine and unpredictable nature of

the messages that must be sent during crises and the need for

flexibility, both with respect to message routing and message

format. Communication gaps that may result from the inability to

cross organizational boundaries in unanticipated ways are noted

as a special problem. Greene raises the following question,

which has both technical and political implications: "Can an

information system be devised which would facilitate a

communications flow between offices in different

chains-of-command without threatening the authority of those who

are 'higher' in the organizational structure?" (p. 112). The

emerging technology of computer-mediated communications systems

is seen as a promising development that may facilitate the

exchange of information both within and across organizations; it

may introduce other problems, however, associated with security

and information privacy.
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One approach to the study of communication failures has been

through mathematical modeling of communications systems. This

approach is illustrated by the analysis of communication gaps by

Johnson and Mirchandani (1976). The object of study in this case

was a communication network composed of multiply interconnected

*nodes. The point was to derive, for any two nodes in the

*i network, the probability of connectivity, the transmission delay

time, and the degree of distortion in transmitted information,

given the values of these variables for all two-node links that

were contained within any path between the nodes of interest.

This approach produces measures that represent overall

performance of a system in an aggregate way, assuming accurate

estimates of the values of the output variables, and can be very

a useful in determining how the nodes of a network should be

interconnected to assure a desired level of performance.

2.1.8 Communication Security

One of the key problems in military communications systems

is that of security. While maximizing the ability to maintain

communication with friendly forces, one wants at the same time to

minimize the possibility of interception by, and of revealing

one's location to, hostile forces. As we have already noted, a

particularly difficult communication problem is that of

- maintaining contact among members of a foot patrol in such a way
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as to permit some dispersion and at the same time preclude

4 detection.

* 2.1.9 Communication System Criteria

- The problem of establishing criteria for judging the

adequacy of a tactical communication system is a difficult one.

There are certain obvious desired properties, such as

reliability, adequate bandwidth, security, survivability, and

mobility. It is not apparent, however, how these factors should

be weighed in arriving at a single figure of merit. Moreover,

there are other factors that relate more directly to useability

that are also critical. How well does a system meet the needs of

I its users? Does it get the right information (and not a lot of

• the wrong information) to the right people when it is needed?

Does it permit its users to interact with it in a reasonable and

n Urelatively natural way?

2.2 Situation Assessment

L-. One of the fundamental problems of military operations is

that of situation assessment. This activity requires the

gathering of information from many sources having different

degrees of reliability and completeness, evaluating that

information, integrating it into a coherent whole, and inferring

from it the details of the current situation. In a

65



'.o.-"

computer-based system, the problem includes that of assuring the

currency of the data in the data base (or assessing and coping

with its non-currency or unreliability), finding a useful way of

organizing the data within the computer, finding an effective way

of representing it to a user, and giving the user some control

over this representation so that he can selectively interrogate

the data base and view different aspects of the situation. These

concerns involve a number of fundamental human factors problems,

*' including data base organization and the problem of imperfect

information, command languages, display presentation issues, and

user models. (These topics are discussed in Sections 3 through

2.3 Office Automation and Information Management

When one thinks about military applications of computers,

office automation functions are not the first things that come to

mind. However, the ASD WIS report (1981) notes the growing use

of WWMCCS ADP for a variety of command center support functions

that are similar to what the commercial world describes as office

automation. This includes the managing of records, logs,

briefings, and messages. We believe that this type of function

will continue to increase in importance both in military and

non-military contexts. While many of these functions currently

are discussed under the rubric of office automation, we prefer
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the term information management because we believe that to be

more descriptive of the functions that are actually performed.

The introduction of electronic tools to the office workplace does

not automate the office in the sense of making human involvement

either unnecessary or routine; indeed, the possibility that these

tools will decrease the degree of automaticity of the jobs

performed by human beings in the office rather than to increase

it seems very real. They also have the potential of increasing

the productivity and efficiency of the human beings' work very

substantially.

2.4 Monitoring and Supervisory Control

Many of the day-to-day problems with which the military must

deal in order to maintain a smoothly functioning operation may be

characterized as problems of monitoring and supervisory control.S
This concept -- monitoring and supervisory control -- is a

generic one that has been gaining increasing currency as a

consequence of the changing nature of many jobs with the

. introduction of automated equipment and techniques in the

workplace. One of the effects of increasing automation has been

to create more and more jobs in which the operator is given very

high levels of responsibility and very little physical work to

do. The degree of responsibility and the amount of work vary

from position to position, but the defining properties of such

jobs are:

67



o The operator has overall responsibility for control of a
system that, under normal conditions, requires only
occasional fine tuning of system parameters in order to
maintain near-optimal performance.

o The major function performed is to serve as a back-up in
the case of a system component failure or malfunction.

o Important participation in system operation occurs
infrequently and at unpredictable times.

o The time constraints associated with participation, when
it occurs, can be very short, of the order of a few
seconds or minutes.

o The values and costs associated with operator decisions
can be very large.

o Good performance is associated with rapid assimilation
of large quantities of information and the exercise of
relatively complex inference processes.

These kinds of jobs occur in process control industries

ranging from chemical plants to nuclear power plants. They are

also involved in the control of large ships and urban

rapid-transit systems, and they can be expected in medical

patient-monitoring systems and perhaps in law-enforcement

information and control systems. As computer aids become more

widely used in military command and control systems, problems

relating to supervisory control will become a matter of

increasing concern in this area as well.

Supervisory control tasks are fraught with human factors

concerns. There are few, if any, good principles for job design

for operations of this kind, in part because it has proved
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extremely difficult to measure or estimate the workload involved.

Without suitable attention to job design, the workload is highly

variable, ranging from routine and boring when the system is

* Poperating smoothly to extremely demanding when it is not.

In the past, approaches to supervisory control have utilized

large arrays of meters and gauges or large situation boards to

display information. The strategy has been to display everything

on the assumption that one never knows exactly what will be

"u needed. Little attention has been paid to the need to assimilate

the diversity of information from various sources into coherent

patterns for making inferences simply and directly. Today,

computers are being used more and more in the control of these

operations, and the large display panels are being replaced with

CRT displays with provisions for calling up the needed

information on demand. However, these developments are pushing

"* the state-of-the-art with respect to optimum ways of displaying

. and coding large collections of information for ease of

interpretation. We also lack well-developed methods for

identifying the conceptual models that operators evolve when

using these systems, and thus for identifyinq suitable ways of

presenting processed information to promote effective decision

making.

Issues of training and proficiency maintenance also become
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important in this kind of operation because each critical event

is in some sense unique and is drawn from an extremely large set

of possibilities, most of which will never occur during the

operating life of the system.

.'7
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3. USER ISSUES

3.1 Person-Computer Function Allocation
U

As computers play increasingly large roles in today's

systems, the question of exactly what functions should be

' assigned to people and what functions to the machine has become

more and more significant and urgent. The issues are both

methodological and substantive. At a methodological level, we

need to have a collection of standard procedures that are useable

by system designers with no specific training in human factors.

These procedures should ensure that the assignment of functions

will take account of human performance capabilities and

limitations. At the substantive level, there is no consensus and

no data on which to build a consensus concerning the fundamental

design philosophy that should underlie the allocation. ShouldI
-- systems be designed so that users serve only as a back-ups?

Should computers be allowed to choose and execute courses of

action?

Taking the substantive issue first, one would obtain general

agreement with the statement that people should be assigned the

functions at which they excel and computers the functions at

which they excel. However, this is a vacuous statement, not only

because it may be difficult to reach agreement on what people are
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good at, but also because there remain some underlying

philosophical issues that are equally important and that do not

admit to this level of analysis.

A position that is sometimes taken is that one should

examine the system requirements carefully and automate everything

that it is technologically feasible to automate. The role for

the human operator is to do leftover tasks, and, perhaps more

importantly, to provide the back-up manual mode in case one or

more of the automatic functions fails. A variant of this

S.' approach is to advocate automating any function whose urgency is

such that that an operator cannot be expected to accomplish it

fast enough.

A second position is that the human operator should remain

in control of the process at all times. The computer may provide

advice and recommend courses of action for the operator to

follow, complete with step-by-step reminders of what to do.

Advocates for this position argue that regardless of the process

being controlled, there are always intangible judgmental factors

that come into play that cannot be anticipated.

A third position is that the role of the computer should be

limited to clerical and computational tasks and to tasks that

make possible the generation of "intelligent" status displays.

According to this position, the computer is neither monitoring
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*the operator nor is the operator doing nothing more than

monitoring the system. The computer provides integrative

information and planning aids that assist the operator in

understanding the system state or battlefield conditions. This

integrative information may be knowledge-based in the sense that

it is sensitive to the current operational context and takes

advantage of an underlying physical or conceptual model of the

system.

Each of these positions has been advocated by one or more

individuals or organizations. Choices among these kinds of

alternatives typically depend on political and social issues as

well as technical considerations. It is unfortunate, however,

when decisions are made on political grounds that have not been

informed by evidence of the effectiveness of operator or crew

performance under alternative allocation philosophies.

With respect to methodology, in many design projects the

assignment of functions to people and to computers is made by

default. Either traditionally human roles are assigned to

people, or the decision is made to automate all possible

functions and only those tasks for which automation is found to

be infeasible are left to them.

" *Among the human factors community, formal task analyses are

frequently completed to describe the work as it is done before
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computer assistance is introduced. An analysis of the

characteristics of the user population is undertaken. Lists of

characteristic advantages of human information processing and

computer processing are consulted, and the final recommendations

are the result of judgment informed by these analyses.

More systematic analytic and quantitative tools are needed

to insure the consideration of human factors issues in design and

to provide a formal way to allocate functional requirements among

system elements. Pew, Woods, Stevens, and Weene, (1978)

suggested a pseudo programming language specification of the task

to be performed that might help to formalize the process beyond

standard task analysis. Reisner (1977) showed how formal

grammars made it possible to evaluate alternative designs and

Pew, Sidner, and Vittal (1980) proposed the use of a knowledge

representation language to represent the users' and the

programmers' perspective in a common framework. Finally, Moran

(1978) proposed a full-scale design language that would include

specification at the task level, the semantic level, and the

level of specific hardware interaction.

There is a serious need to develop and evaluate alternative

approaches to function allocation that encourage careful

consideration of user and system requirements and that are

compatible with the way systems designers think about their work.
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3.2 Types of Users

With the growth of interactive computing in the late 1960s,

* significant numbers of nonprogrammers began using computer

systems. This development produced great pressure for improved

user-computer interfaces, and many innovations resulted. Most of

these innovations arose from within enclaves of programmers in

universities and other centers of advanced technology and spread

rapidly from one such community to another. As these innovations

were integrated into systems designed for use by nonprogrammers,

however, they sometimes failed to yield the anticipated effects.

It seemed that many aspects of user-computer interfaces that were

considered obviously desirable by experienced programmers were

anything but obviously desirable to nonprogrammers. Moreover, it

* became apparent that nonprogrammers would not put up with the

kinds of arcane inconsistencies that most programmers could

tolerate.

Increasing attention was paid, therefore, to the human

factors of user-computer interfaces. Gradually, it was

recognized that there are several categories of users of computer

systems, each of which has somewhat different characteristics and

needs. These categories include what have been called "casual,"

"computer-naive," "intermittent," "nondedicated,"

"nonprofessional," and "inexperienced" users. It should be noted
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that these terms are by no means synonymous; on the contrary,

they reveal the existence of several relatively independent

dimensions that distinguish quite separate problem areas --

technical knowledge, level of training, frequency of use, and job

definition, for example -- that may require different approaches

to effective interface design. Useful discussions of these

distinctions and their implications may be found in Cuff (1980)

and Ramsey and Atwood (1979). In an ARI project currently in

progress, Synectics (1980) has set forth criteria for selecting

dialogue techniques based on task and user characteristics.

Adapting some observations of Cuff (1980), we can summarize

the characteristics of the "casual user" as including:

o Poor retention of detail. Since they use the system
only occasionally, casual users tend to forget both
major and minor details of it. Knowledge of the system
is not subject to the constant reinforcement of
practice.

o Propensity for error. Sometimes users are aware that
they have forgotten (or never knew) some operational
detail, but they try a reasonable guess. On other
occasions, they simply misremember, and confidently
enter the wrong input. The possibility for error is
particularly high when the user has to remember and
select from a set of alternative actions without help
from the system.

o Need for a safety net. Inexperienced casual users,
especially, expect to make errors. They expect to find
their way eventually, but they also expect the system to
catch them when they stumble. They need to feel that
they will never be left in limbo, not knowing what to do

,* in order to get back to some recognizable place.
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o Limited typing ability. Most casual users have only
rudimentary typing skills, and they are unlikely to want
to undergo training to improve their familiarity with
the usual keyboard.

o Limited initial training. This characteristic is quiteUvariable, of course, but as a general rule, any system
interface procedures that require a lengthy training
period to learn will he difficult to remember adequately
without constant reinforcement.

o Reluctance to use documentation. Casual users are
" intolerant of systems that require them to search

through a manual to determine an appropriate input or to
interpret an output.

o Intolerance of structural formality. Casual users, by
and large, are not acquainted with the precepts of
formal logic or data base organization, and are

. frustrated with interfaces that are legalistic or that
* require them to be formally precise. They expect the

system to be able to interpret what they mean, using at
least a minimal level of common sense.

A continuing challenge to system developers is that of

designing systems that meet the needs of both novice and expert

users. System characteristics that may be appealing and useful

to a novice may be the cause of frustration and inefficiencies

for the expert. This fact has several implications. First, it

means that system evaluations based on use either exclusively by

novices or exclusively by experts can lead to conclusions that

will not generalize beyond the type of user with whom they were

* obtained. Second, it represents a challenge to system designers

to design into the system the kinds of flexibility that will

accommodate users of all levels of expertise. Third, it

represents a special case of a more general issue in the design
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of interactive systems, namely the desirability of providing

those systems with the capability of adapting not only to the

skill level but to the idiosyncrasies of individual users.

3.3 User "Styles"

A notion that one encounters among computer users is that of

user "styles." The idea is that different users have different

preferred ways of interacting with a system. The idea is related

to that of "cognitive style" that one encounters sometimes in the

cognitive psychology literature. Research questions relating to

" this notion include the following: Are there in fact

identifiable user styles? Do these styles relate in a

straightforward way to different prototypical ways of approaching

intellectually demanding problems? Can a style taxonomy be

developed that would provide some useful guidance to designers of

interactive systems?

3.4 Psychological Barriers to Computer Use

The claim is sometimes made that certain types of interfaces

are more acceptable to people in certain positions than others.

It is believed by some, for example, that people in authority

often object to hands-on use of computers on principle. The

notion, which is sometimes referred to as "pride of rank," is
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that one's "station" in life prescribes what is and is not viewed

as appropriate work.

To the extent that this view is held in the military it

could have some unfortunate consequences regarding the ability of

people to interact effectively with computer systems. For some

types of applications, "hands-on" usage is probably much more

effective than usage through an intermediary.

Research directed at understanding better the "pride of

rank" notion and its implications for the use of interactive

systems could be useful both in discovering ways to break down

such prejudices and/or to design system interfaces so as to be

compatible with prejudices that are difficult or impossible to

modify.

Chapanis (in press) touches on the fact that many people

• seem to have fairly strong attitudes toward computers. Some of

these attitudes are positive and some are negative; what is

common about them is the fact that they typically are strong.

The topic of attitudes raises two questions that seem

particularly germane to the purposes of this report:

o To what extent are some of the popular aspirations and
fears regarding computers well founded?

o To the extent that strong positive or negative attitudes
are not well founded, what role, if any, should human
factors specialists play in attempting to dispel them?

79

*"o°J *. . . ..... . . ....



3.5 User Acceptance of Innovation

User acceptance is always a problem that must be faced when

introducing innovative and, in particular, computer-based systems.

or procedures into a situation in which there are well-defined

ways of doing things. Studies that would predict the kinds of

user resistance that would be likely to be encountered and how

these problems could be defused would be useful.

The willingness of an individual to accept an innovation,

such as an automated decision aid, may depend to some degree on

whether he has played a role in designing it. Moreover, there is

some evidence that, as a general rule, people may feel better

about and perform better in situations over which they have some

control (or at least believe themselves to have some control)

than in those over which they do not. Monty, Perlmuter, and

their colleagues, for example, have conducted a series of studies

the results of which indicate that students perform better on

tasks they believe they have played some role in choosing than on

tasks that they perceive to have been imposed on them (e.g.,

Monty, Geller, Savage, & Perlmuter, 1979; Perlmuter, Scharff,

Karsh, & Monty, 1980).
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3.6 Determination of Job Requirements

As we have already noted, the introduction of computer-based

tools into work situations can complicate the problem of job/task

specification. The complication arises from the fact that one of

the effects of the introduction of such tools is that of changing

qualitatively the nature of the job the user performs. If one

overlooks this fact when specifying jobs in anticipation of

introducing new tools to facilitate the performance of those

jobs, one may end up specifying jobs that will soon be obsolete.

3.7 Skill Maintenance

*' Significant problems relating to the operation of some

computer-based systems are those of boredom and job dignity.

Skill maintenance may be an especially difficult problem in jobs

requiring only the monitoring of an automated process. The

difficulty stems in part from the great disparity between what

the person must do when the system is functioning properly, which

hopefully is most of the time, and what he must do when it

malfunctions. When the system is functioning properly, the

person may feel not only bored but useless. When it

malfunctions, it is essential that he act quickly and skillfully;

but if the day-to-day operation permits him to lose interest in

the job and presents no real challenge, how is he to maintain the
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level of skill that is necessary to perform effectively in those

emergency situations that may arise? There is a need for

research addressed to the problem of the maintenance of skills

that are infrequently exercised.

3.8 Safeguards Against User Error

One of the frequently mentioned desirable properties of a

"friendly" system is tolerance of user error. The notion is that

the system should be given the ability to detect user errors and

to correct them, or at least to flag them so the user can take

corrective action. To program an error-detecting ability implies

knowledge on the part of the system developer of the kinds of

errors that people are inclined to make. One must assume that

many errors are system-specific, and for such errors a taxonomy

would have to be developed for the specific systems involved. A

question for research is whether there are certain types of

errors that tend to be made independently of the system or at

least that are made across a variety of systems. To the extent

that such common error types could be identified, a firm basis

could be provided for an effort to develop procedures for

identifying and/or correcting them automatically.

tt is customery these days to build into computer-based

systems certain safeguards against errors that would have
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especially undesirable consequences. For example, before

executing a command to delete a file the system might ask the

user for an explicit confirmation that the delete command was

Iwhat he intended. In some cases, a second level of protection is

provided such that even after the system accepts the confirmation

!* of the delete command, it defers the actual execution of the

delete function until the end of the work session.

While the general notion of building safeguards against

-_user-initiated catastrophic errors seems a very reasonable one,

the question does arise as to how safe is safe enough. Imagine a

system that presents one with the following sequence of queries

before carrying out an instruction that could possibly be in

error: "Are you sure you want to do this?" "Yes." "Are you

really sure?" "Yes." "Last chance to change your mind ... " At

some point the user's response would be likely to become violent.

We are not suggesting that real systems have provided this degree

*- of protection of users from themselves; however, the issue is a

real one, especially as it relates to the problem of designing

systems that meet the needs of users of all levels of expertise.

The degree of protectiveness that may be appropriate for a novice

user may be perceived as patronizing or obstructive by an expert.

Again, the point arises as to the desirability of designing

systems that can be tailored to the users' idiosyncratic needs.

-. The following rules of thumb are sometimes followed in building

safeguards into systems:
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o Insofar as possible, no user should be given the ability
to do something that is catastrophic for another user.

o Safeguards designed to protect users from their own
actions should be designed with novice users in mind.

o It should be possible for experienced users to
inactivate certain specific safeguard features if they
choose to do so.

Input reliability is a well recognized problem in military

information systems. A question for research is how to increase

that reliability. There are certain obvious things that can be

done. For example, the user should always be given feedback

regarding what the system has interpreted his input to be. For

inputs the accuracy of which is particularly critical, it may

improve matters to have the user enter them twice. In some

cases, it may be possible to check an input for consistency with

other information already in the data base.

There undoubtedly are some procedures and policies that are

used in other contexts to maximize the reliability of data input

that would be applicable in the tactical situation as well. One

suspects, however, that there is a need for the development for

new ways of dealing with this problem, and that is a task for

research.

. . . . -%* * * * * . . . . .
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E 3.9 Organizational Impact of Computer-based Systems

The tools that people use to get work done sometimes have

organizational implications. Some tools will not fit readily in

some organizations. In such cases the attempt to introduce such

tools may force organizational changes. If the necessary

organizational changes are resisted, the tools may not work

effectively.

The introduction of increasingly sophisticated aspects of

information technology in military contexts undoubtedly will have

some organizational impacts. What these impacts will be may not

be easy to anticipate. However, the effort to anticipate them

I through appropriate research should decrease the probability of

undesirable effects of changes that are forced and unplanned.

.18
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4. INTERFACE ISSUES

The interface between the user of a system and the system

g itself has typically been the place where human factors work on

user-computer systems has focused. This is as it should be,

because the interface is, by definition, where the coupling

between the user and the computer occurs and the place at which

impedance mismatches will have their most obvious effects. A

limitation of the work that has been done on interface design,

.. however, is the lack of attention that has been given to the more

cognitive aspects of the problem. One of the implications of the

increasing pervasiveness of computer-based tools is that the

cognitive aspects of the problem of matching systems to their

users will become increasingly important. Indeed, the term

"cognitive interface" is probably a useful one to characterize
N

the types of issues with which system builders will, more andS
more, have to deal.

In the following pages, we discuss various aspects of the

user-computer interface, with particular emphasis on cognitive

issues. To structure the discussion, we adopt a viewpoint

" somewhat analogous to that of communications technology, a

discipline that also faces the problem of informatio" exchange

between unlike systems.

The communications engineering community has developed a

87

3C



layered model to deal with the several facets of intersystem

communication in orderly fashion.** The model's layers ascend

from the physical media that support the transport of information

through the protocols that govern the use of those media to the

applications served by the communication process. The full model

contains multiple layers, but for our purposes it will suffice to

think of the three layers suggested above.

In user-computer communication, the physical layer can be

thought of as coupling the input/output subsystems of a human

(the auditory, visual, tactile, vocal, -4nd motor systems) with

those of a computer (display and printing equipment, motion or

position sensing devices, and acoustic input/output equipment).

A critical characteristic of any such coupling is its bandwidth

.. a measure of the speed at which information can be transferred

across it. Bandwidth, in turn, depends on the physical

:- 5 capabilities of the respective input/output systems, and the

degree to which they are matched to each other.

We believe that within the limits established by the current

state of technology, much remains to be done to increase

**The.model, known as the Open Systems Interconnection Model is
described fully in ISO, 1978 and in more tutorial fashion in
ISO/TC97/SC16 N117 November 1978 Open Systems Interconnection.
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S bandwidth and to improve the communication across the

user-computer interface. In pursuing that goal, what we are

doing, in effect, is tuning the computer's input-output equipment

so as to minimize any mismatch between machine and user.

Computer display technology flourished in the early to mid

1960s, but then lay dormant through the late 1960s and the first

half of the 1970s, limited in applicability by its high cost.

Alphanumeric display terminals were widely employed, but systems

with a full graphic capability were limited to research

-. laboratories and the relatively few applications that could pay

S--the price. The rapidly decreasing cost of computer hardware has

by now brought down the price of computer graphics to the pointa
of economic feasibility for many applications, and that trend is

expected to continue for a number of years to come.

.3 The enormous potential of graphic display technology for

effective user-computer communication has yet to be more than

partially realized. Whereas in the 1960s the high cost of

graphic systems limited the exploration of their human interface

potential, in the late 1970s costs came down so fast as to

outstrip the ability of human factors researchers to keep up with

hardware developments. Thus, we now have something of a research

*i vacuum in terms of the human interface applications for computer

graphics. Section 4.1 addresses what we consider to be some of

the principal research directions for harnessing that potential..
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Speech processing technology presents a similar picture:

there is a substantial but largely untapped potential for high

bandwidth communication between user and machine; advancing

technology and descending hardware costs make the exploitation of

this technology an increasingly attractive proposition. Speech

input and "understanding" by computer systems and speech

generation are both discussed in Secti,.)n 4.2.

Graphics and speech technoloqy represent promising, but not

the only, input/output topics for human factors research. In

Section 4.3, we discuss other approaches toward widening the

user-computer bandwidth. These include multi-media communication

techniques that may involve speech, graphics and other media, eye

fixation tracking as an input method, and other types of high

bandwidth input.

In the user-computer context, the word "interaction" implies

a running exchange of information or dialogue between user and

computer. The need for such a dialogue was recognized from the

beginning of interactive computing (Licklider, 1960) and

virtually every interactive system has supported some form of

user-computer dialogue. In communication engineering terminology

the user-computer dialogue can be thought of as a protocol that

defines the format, syntax, and tinte sequence of information

exchange between two systems. Protocols assume the existence of
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I an appropriate physical medium for information transfer; they are

an absolute necessity if meaningful information exchange is to

take place through that medium. In Section 4.4, we discuss the

I design of user-computer dialogue. Where possible, the discussion

avoids hardware-specific issues, but where some aspect of a

dialogue form depends on particular hardware, that dependence is

made explicit.

The final layer in the communication model represents the

application served by the process of information exchange. At

this level, one can conceptualize the interface between a

computer system and its user as an interface between two

" . information structures. One information structure resides in thea
computer, and the other in the user's head. Presumably, as a

result of the interaction, one or both of these structures will

be modified.S
At this level, our primary concern is with the semantic

content of these structures and the operations that affect the

V ° structures. In some sense, we would like to establish a good

"understanding" between user and machine. As is the case with

input and output, we have no control over the design of the

-user's mental abilities and only moderate control over the way

*those abilities are employed. Consequently, we must aqain focus

on the machine side of the equation. At this level, however,
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fewer constraints are imposed by fundamental limits in the

technology. We may need sizable amounts of storage and

processing capacity, but these are becoming increasingly

affordable with the passage of time. Instead, the main concern

is with the design of software so as to create computer

information structures compatible with those of the user.

Various approaches toward this goal are considered in Section

4.5.

In this section, we touch on the matter of user models of a

system from the viewpoint of the software designer. The

structures for storing information and the operations made

available for locating the information stored in these structures

form an important part of any user model. This is a particularly

important issue given the fact that many mailitary systems have as

their primary role the storage and retrieval of information.

Although a well-designed system will present an

intrinsically understandable model to its user, the process of

understanding can be aided by effective documentation and by user

aids built into the system. These topics are also discussed in

Section 4.5.

r7. The foregoing sections tacitly assume that although a

computer system may be made understandable and "friendly" to its

user, the information structures of the two will remain
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I fundamentally different. For two decades, artificial

intelligence researchers have pursued the goal of creating

computer information structures equivalent to those of the human

6 mind. Until recently, the results of this research were limited

to laboratory demonstrations. As in other areas of the
technology, descending costs are now making it possible to apply

these techniques in practical systems. In Section 4.5, we also

discuss some research questions opened up by these

knowledge-based tools.

"* 4.1 Displays

Because they have no moving parts, and can couple closely to

computer memory, electronic displays represent one of the

highest-speed computer output devices. Because they couple

* directly to the human visual system, such displays offer the

. potential of a very high bandwidth channel for information

transfer from computer to user. The principal human factors task

with regard to displays is to realize that potential to the

maximum extent possible. If coupled to appropriate sensor

devices, displays can also become part of a two-way channel

* between user and computer. The use of such channels to support

user-computer dialogue forms is discussed later. Here we confine

the discussion to the use of displays as a computer output

medium.
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In the pages that follow, we touch on three principal issues

that appear to offer the greatest human factors challenge for the

years ahead:

o the issue of graphic encoding forms for displayed
infprmation,

o the use of displays to access very large quantities of
information, and

o the use of displays to present dynamically changing
information.

These research questions focus on the manipulation and

presentation of information through appropriate software

techniques. However, it is necessary to consider briefly some

hardware issues before proceeding.

4.1.1 A Note on Display Hardware

At the present time, we have available two principal types

of computer display, random-scan (vector) displays and

raster-scan displays, both of which depend on cathode ray tube

technology. The differences between these displays have

implications for the information presentation techniques that can

be supported, and so these differences must be considered by the

human factors specialist.

Vector displays trace out an image, calligraphic fashion, by

moving the display's electron beam in some pattern of straight or
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Ucurved strokes. The pattern for a complete image is represented

by a list of display commands. The display system contains

special-purpose hardware, often quite elaborate, that converts

the display list to strokes on the screen. Typically, the
0.1

display list will represent an image in compact form, with each

command specifying a straight or curved line, character, or

geometric shape. Groups of commands are employed subroutine

fashion to represent repeated picture elements. The supporting

computer creates or changes displayed images through appropriate

manipulation of the display list.

Raster displays sweep the electron beam in a constant fixed

pattern similar to that of a television receiver. "Bit-map"

raster displays make use of a dedicated memory such that one

- memory cell controls the beam intensity (and/or color) at each

point on the screen. To create or change an image, the

*. supporting computer places appropriate values in the desired

. memory cells. The memory serves, in effect, as a point-by-point

* map of the image.

Vector and raster displays have fundamentally different

properties in terms of the images they can support.

' State-of-the-art raster displays can display a million points
24

with as many as 2 color/intensity values per point. They also

can present both line and tone graphics, including realistic,

shaded half-tone renderings of solid objects.
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Vector displays have a much lower presentation capacity.

(If the display list grows too long, flicker will occur.) Vector

displays are limited to line presentations; they cannot, in

general, present areas of tone value. On the other hand, a

vector image can be constructed and changed rapidly -- by

establishing and editing the relatively compact display list. In

contrast, a bit-map image takes much longer to construct, since

the value of each point must be computed; and, except for minor

changes, it takes longer to alter a bit-map image. Thus, in

general, vector displays excel at presenting line images,

including dynamically changing images, whereas bit-map displays

excel at presenting rich, tonal images, but ones which exhibit

only limited degrees of rapid change. There is much work in

progress on new display technologies, including flat-panel plasma

or liquid crystal displays and large-screen projection displays.

*However, most of these displays exhibit properties similar to

those of either the random-scan or raster-scan displays mentioned

above. For further discussion of current display technologies,

see Nickerson et al (1980).

4.1.2 Coding Parameters for Dynamic Displays

The problem of how to code and represent information in

*-. displays has received a great deal of attention from human

factors specialists. Computer-driven displays, with their
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I, immense versatility, add new dimensions to the problem. They

provide the possibility of coding information and highlighting

* various parts of a display in a great variety of ways, e.g.,a
• .differential intensification, blinking, color changes, use of

*! moving cursors, spotlights, windowing, zooming in, zooming out,

selected display of Boolean combinations of data base components,

exploding information on demand, and so on. Effective

exploitation of the full versatility that computer-driven

*2 displays make possible is a challenge to graphics programmers and

human factors specialists alike.

One issue in coding is the choice of symbols. With computer

generated displays, the types of symbols that one can use are,

for practical purposes, unlimited. There is a need for research,

*- . however, to identify symbols that are optimal in specific

* contexts.

S-.The problem of developing guidelines for display formatting

is complicated by the fact that different users of a computer

network may have terminals with different capabilities and

characteristics. The sender and receiver of a message through a

computer-based message system, for example, may have different

types of terminals. The difference may be as great as one person

having a paper-output device and the other a graphics display. A

format that would be suitable for one of these terminals may not

' be suitable for the other.
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Sometimes familiar problems emerge in a new context and the

context may have implications for the way the problem is

approached. Consider, for example, the following problem that is

conceptually straightforward and a relatively common one to human

factors specialists, namely that of selecting a set of colors

that are to be used in a multi-color display. The problem is as

follows: A specific graphics terminal displays color by

combining three primaries at each pixel. The color of the pixel

is determined by the relative intensities of each of the8

primaries. The display hardware permits 2 or 512 intensities on

each primary, from which it follows that each pixel is capable of
24

displaying 2 or roughly 17 million different colors. Only

eight of these colors, however, can be used by any given program.

The display software specifies for each pixel one of the eight

preselected colors with a three-bit code. This three-bit code is

replaced with one of eight 24-bit codes to activate the display.

The human factors problem in this case is that of selecting eight

colors from the 17 million possibilities.

To put the problem in a specific context, consider the

following application: I graphics program has been written to

display, singly or in combination, various layers of material in

an integrated circuit. Conventionally, different circuit

materials have been color-coded according to the following

scheme: green to represent diffusion; yellow, ion implantation;
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red, polysilicon; blue, metal; and black, contact cuts. The

problem is that one wants to choose colors that will be

recognized by their names and also will be maximally

* discriminable one from the other. In addition, one wants other

colors that will be perceived as combinations of these basic

4 colors and still maximally discriminable from each other. This

specific application of color graphics is not one that is likely

to be used by a tactical computer system, but the coding problem

it represents has analogs in many uses of multicolored displays.

4.1.3 Information Access

A typical alphanumeric computer terminal can display about

324 lines of text, each up to 80 characters long -- somewhat more

than one-third of a single-spaced typewritten page. A

state-of-the-art high resolution display can present the

5equivalent of a full single-spaced, typewritten page. A high

resolution, bit-map display can present about one million points,

approximately the same information as a relatively crude 10-by-10hinch drawing, map, or photograph (with 100 lines per inch

resolution) or a more refined 5-by-5 inch example (with 200 lines

per inch resolution). A 30-inch by 60-inch desk can easily

display to its user a dozen or more typewritten pages or 10-by-10

C: inch drawings -- the equivalent of eighteen state-of-the-art high

resolution displays. Moreover, the desk's user can rapidly scan
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and easily manipulate the large quantity of information presented

by his desk, employing techniques so natural to him as to require

little, if any, conscious effort.

In contrast, the user of a display suffers from a serious

handicap. It is no trouble at all to put a dozen, or several

thousand, typewritten pages (or drawings) behind the display --

that is, in the computer. However, the display provides a very

narrow view indeed of what is behind it. Its user is in a
S.

position not unlike that of a submarine commander whose view of

the world is limited by the optics of his periscope.

There are two fundamental approaches toward overcoming this

limit of display technology. One is a "hard" approach: increase

the presentation power of displays by increasing their size and

resolution. Such fundamental advances in display technology are

the object of active research. Plasma displays, solid state flat

panel displays, and CRT displays are all under active and

continuing development.

The "soft" approach toward improving display usefulness

focuses on the fundamental advantage that a computer-driven

display enjoys over a desk or other conventional presentation

device. That advantage lies in the fact'that what is shown by a

display can be changed at electronic speed by the computer that

drives it. To make today's display technology more useful, we
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must find ways to take advantage of this capacity for rapid

* .- change.

*Heretofore, processing and storage capacity have been the

limiting factors in exploiting the dynamic properties of

displays. Limited forms of change can be accomplished easily,

such as the ability to "scroll" a text file past the "window" of

an alphanumeric display. However, to provide the researcher or

system designer with real freedom requires significant dedicated

Wprocessing power and high capacity frame buffers, resources that

until recently have been prohibitively expensive for many uses.

At the present time, however, the costs for computing and

Ustorage hardware are descending rapidly (25 to 40 percent per

year) and this is expected to continue for the foreseeable

future. This trend will very soon make it economically feasible

i dedicate very substantial hardware resources (the equivalent

of a present day mainframe computer) to the single user, which is

what is needed to exploit the dynamic potential of computer

driven displays.

Relatively little basic research has been done on how best

* to make displays useful as data presentation devices, but

displays will become increasingly important as interfaces in

user-computer systems, so this is a subject that is ripe for

. research. The basic question is, given a substantial amount of

101



data to be viewed and manipulated, how best one can overcome the

fundamental limit of display systems, namely, the fact that they

can present but a small fraction of the data at one time.

What makes the question interesting, and difficult, is that

the conventional storage and presentation devices present such

formidable competition to the designer of an equivalent computer

information system. It is difficult to imagine interacting with

a computer in the near future with anything like the ease and

fluidity with which one can scan the surface of a desk or

manipulate the papers that rest on it. On the other hand, the

designer of an information system has available a range of

possible techniques whose creative potential has scarcely been

touched by all the research on this problem to date.

An examination of existing work suggests three issues to

consider: what images to show the user, how to change those

images so as to present over time all that the user wishes to

see, and what set of manipulations to provide the user for

"driving" the changing display.

All three issues present challenges, as is apparent from

even a cursory review of existing work. With the expectation

that in the foreseeable future computer systems will have

.- effectively unlimited storage capacity, one approach is to think

*i of a CRT as a window on a "virtual" display of immense
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proportions and minute detail. Consider the following fantasy:

*4 . Suppose it were possible to store within the computer a model of
.. the globe with detail at a level that would permit the inspection

of a map showing the locations of individual houses on a street.

Now suppose one had the means to inspect any part of that

representation at any desired degree of resolution. One can

* -imagine viewing the entire globe (or at least a two-dimensional

view of one hemisphere) and then being able to zoom in on a

continent, a country, a region, a city, a city block, and then to

zoom back out, rotate the image, and zoom back in on another area

at whatever level of specificity is desired.

Realization of this fantasy is far beyond the current state

of the art, but some approximation to it is certainly possible.

Consideration of such a capability raises a number of questions

£ jabout how best to match display technology to human capabilities

and limitations. For example, when one must examine a complex

2.: !pattern by looking at small parts of it through a "window," does

one get a better representation of the total pattern if one moves

the window over the fixed pattern or if one moves the pattern

under a fixed window? Note that the use of a CRT as a window is

more analogous to the latter case; i.e., in panning with a

Vdisplay it is as though the pattern is made to move under the

display surface.

10
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When viewing a segment of a large display, how important is

it for the viewer to know the location of what he is looking at

with respect to the larger context? One possible way to present

this information would be with an inset, say a small rectangle,

representing the virtual display with a much smaller rectangular

cursor on it representing the location of the CRT window with

respect to the boundaries of the virtual display area. When the

window is slewed the viewer would see the virtual display moving

beneath the window and at the same time he would see in the inset

the cursor moving on the vi:tual display surface. Note that if

one wanted to move the window to the east (right) one would see

the virtual display moving beneath the window from east to west

(to the left) while the cursor on the inset moved east.

In building up a composite mental image of a virtual

display, how important is it to maintain continuity in viewing

that display through a window. Consider the following specific

question: Suppose one is going to try to build up this image by

viewing successive segments of the virtual display. What are the

advantages or disadvantages of viewing those segments discretely

as opposed to showing the observer not only the segments but the

slewing from one to the next? How advantageous (or

disadvantageous) would it be to add to the zooming capability so

that one could look at one segment, then zoom back and see the

entire virtual display at a lower level of resolution, then zoom

in on the next segment?
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U
Although much can be done to overcome the physical

boundaries of a CRT screen, a return to the contrast between

conventional and electronic information media suggests just how

much remains to be done. With a desk, it is natural and easy to

bring new parts of the total information into focus by picking

them up and moving them, or by moving oneself -- actions so

natural that they in no way impede the flow of work. The

gestures required to pan or slew a displayed image require

considerable practice, though in time they can become quite

natural. However, when combined with the loss of peripheral

" ." vision, it seems doubtful that this way of manipulating a display

system can compete with the manipulation of material on a

conventional desk.

A second problem arises from the "flat" arrangement of

£ information as conventionally presented by a computer display. A

desk surface can hold and present far more than the number of

pages mentioned earlier, simply because sheets of paper can be

piled up in ways that leave them recognizable and easily

retrievable by their users. Obviously, there are many questions

here for research.

4.1.4 Dynamic Displays

An important aspect of military situations is the way in

.- which they change in time. Moreover, the prediction of future
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changes can sometimes be made on the basis of an analysis of past

trends. The use of computer-driven displays makes possible the

highlighting of trends through the selective displaying of

specified subsets of a data base and time-compression (showing

successive time slices of a representation in faster than real

time).

The effective use of computer-driven displays to represent

changing situations requires a suitably designed language in

terms of which the user can describe to the computer the displays

he wishes to see and the various operations that can be performed

on the data that are to be displayed, a topic considered in

Section 4.4.

4.1.5 Content-format Issues Regarding Information I/O

The question of how inputs to a tactical information system

should be structured or formatted is an important one. If they

are to be highly structured, the computer can force the structure

by prescribing the format explicitly to the user when he makes

his input. It can, for example, present him with a pre-formed

display, letting him fill in the blanks. This approach has the

advantage that the information that gets into the data base is

structured at the time of input and can therefore presumably be

readily incorporated into the existing data base. It also has

the advantage that the form that is presented to the user when he
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makes his input serves as a memory aid, reminding him explicitly

of the types of information that are required and the forms in

which they are needed. It also has the disadvantage, however, of

6: constraining the user so that if the information he wishes to

report does not readily fit a prescribed form, it may be

difficult or impossible for him to report that information.

4.1.6 Computer-controlled Maps

A digital map on a computer-driven display can be used as an

input or information gathering tool as well as for the purpose of

providing information to the user. One can imagine, for example,

a map displayed on a touch-sensitive panel so the user could

input location information by pointing e.g., "I am located here"

(pointing at a specific location on the map) or "The last

sighting of unit X was here." To check whether it had obtained

£ :the information the user intended, the computer would display a

blinking symbol at the appropriate spot.

In order to orient themselves on a map, many people find it

convenient, if not necessary, to rotate the map so its

orientation will be consistent with that of their body. The

question of how important it is, in terms of error rate, to be

able to rotate a map that is displayed on a graphics terminal, is

one example of a human factors issue relating to the use of

computer generated maps.
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4.2 Speech

Speech as computer input is usually thought of in connection

with natural language capability. In fact, it is a nearly

orthogonal possibility. One could use speech as an input mode

(e.g., using isolated words and a small vocabulary) without a

natural language capability; and one can have a natural language

capability (e.g., for unconstrained typed input) without speech.

Practical speech recognition systems for isolated words

separated by pauses of about 250 msec have been developed and

several groups are working on the problem of computer

understanding of connected discourse. Because these developments

are relatively new and the recognition of connected discourse has

not yet reached the state of being operationally useful, little

attention has been devoted to the human factors design of

dialogues that exploit human speech. While it is acknowledged

that speech can produce substantial improvements in speed of

input, several questions must be answered before we know the

* circumstances under which such systems will be practical and

before recommendations for interactive speech dialogue can be

made. Can users easily adapt their speech to the requirement for

artificial word segmentation? Can an individual sustain voice

input in this mode for long periods of time? What are the most

effective means of providing feedback concerning the correctness
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u .of encoding of the speech input? For what classes of data input

is it most effective: numerical data? alphanumeric codes?

text? If text is feasible, how does one integrate formatting and

punctuation instructions with the text itself? What are the

conditions under which voice is a useful mode to be preferred to

CRT or hardcopy printout? These are uncharted areas in need of

. substantive research.

'S

The technology exists to make feasible the development of

computer-based message systems with the capability of handlinq

voice messages, at least to a degree, although the costs would

probably still be prohibitive. It would be technically feasible

now to record and transmit voice messages while obtaining header

information (addressee, etc.) with keyboard entry. It should be

technically feasible soon to enter the header information by

voice, although this is considerably more difficult than simply

recording and transmitting the message, because it requires some

speech recognition capability.

The assumption usually is made that voice input for a

computer system is generally a desirable thing. The validity of

this assumption is not beyond question, however, and whether, on

balance, voice would be a preferred input mode for computer-based

message systems is an open question. It seems very possible that

voice will be a preferred mode for some applications and keyboard

entry will be a preferred mode for others.
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Obvious advantages of digitally-encoded voice systems

include easy encryption and the naturalness of speech as means of

human communication. Human factors problems associated with the

use of such systems include intelligibility, quality, and speaker

:. identification and authentication. All of these problems arise

from the fact that bandwidth compression techniques destroy many

of the normal auditory cues to speaker identity.

4.3 Other High-bandwidth Input Methods

As we have already noted, a general problem relating to

user-computer interaction is that of how to increase the input

bandwidth. A severe limitation of a keyboard input device is the

* *. bandwidth limitation it represents. As noted above, an obvious

. way of increasing the bandwidth that has received considerable

attention from researchers for several years is to provide a

speech recognition capability. There are other possible ways of

* increasing bandwidth, however, that have received much less

attention and that deserve consideration. An important question

for research is that of how to design interfaces that permit the

user, even without using speech, to convey information to the

computer at rates comparable to those at which he conveys

information to other people.
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4.4 User-Computer Dialogue

From a human factors point of view, the nature of the

dialogue between user and computer is one of the most important

aspects of a system's design. A well-designed dialogue form will

promote efficient use of the system it supports and help clarify

the user's understanding of that system. A poor design will hold

back the user and confuse his understanding.

Among factors that an effective dialogue design must take

into account are the communication medium, the available work

station hardware, the system's functionality, the expected use

pattern (routine, repetitive vs. varied, unpredictable), and the

type of user (expert vs. novice, frequent vs. occasional).

Over the last two decades, interactive computing has been

studied from a number of points of view. Nickerson (1976) cites

several efforts to develop systems that permit dialogues that

resemble conversations between humans at least in certain

respects. However, in spite of the interest shown in this topic,

there have been few attempts to study the subject in a manner

sufficiently comprehensive to permit the development of

definitive design principles. Given the growing importance of

. user-computer dialogue, this would seem to be a critically

important research area.
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The following paragraphs present a brief taxonomy of several

basic dialogue forms that are available for the design of

interactive systems. This material is taken from an earlier BBN

report (Nickerson, Adams, Pew, Swets, Fidell, Feehrer, Yntema, &

Green, 1977). In describing the alternative forms, we comment on

their principal characteristics with regard to medium, hardware,

system functionality, use pattern, and the types of users for

which they are suited.***

4.4.1 Menus

With a menu structure, a set of alternatives is presented

and the user is provided with a way to select one or more of the

alternatives displayed. The response mode may involve moving a

cursor, typing a symbol, or pointing with a light pen, stylus, or

finger. Frequently, a hierarchical sequence of menus is provided

to elaborate a tree structure of possible choices. A user who is

naive with respect to computers is still likely to understand a

menu procedure. The only requirement is that the terminology

used to describe the choices be understandable. Whenever more

***The emphasis here is on dialogue form (e.g., menu selection
vs. command techniques) as opposed to the supporting medium
(e.g., spoken vs. typed entry of menu selections or commands).
In other sections, we focus on the special characteristics of
graphic and speech communication media.
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than two or three choices are possible and the designer is not

willing to assume that the user knows what the alternatives are,

then a menu may be an appropriate structure to use.

" 4.4.2 Formatted Inputs

A form-filling frame is a computer translation of a printed

form onto a CRT display. The extent and complexity of the form

may vary from one designed to obtain a value for a single

parameter or variable to one intended to support a complex

data-entry operation. Generally, the fixed or background part of

the form is a protected field, and is displayed at an intensity

different from that of the data fields. The data fields may be

of fixed or variable length and usually require a terminator.

S-.The data fields are editable, but the background fields are not.

Only knowledge about the terminology in the background fields and

Sunderstanding of rudimentary cursor control is required of the

user to interact with such a form.

4.4.3 Question-and-Answer Inputs

" Printing terminals are not suitable for form-filling frames,

but an abbreviated question and answer format or prompting format

can serve the same purpose. In these cases, a sequence of fixed

>: [or background fields is presented, one field at a time. The user

fills in the appropriate response and is then presented with the
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next background field. If the background field is phrased as a

question, it is called a question-and-answer frame. If it is

more abbreviated, it might be called a prompted entry. In either

case, the desired input may be a fixed-length code or a

variable-length code, perhaps even an extended piece of free-form

text that will be entered, but not interpreted.

In a typical message system designed for printing terminals,

a prompted message composition sequence calls for entries in a

series of header fields and then for the entry of the body of the

message as a text field. In a CRT-based terminal, the same

operations would be displayed as a form-filling frame.

Note that with any of the preceding methods, there is no

ambiguity concerning what is required. Because the computer

remains in control of the interaction, these techniques are

particularly well adapted to inexperienced users.

4.4.4 Limited-Syntax Command Languages

In contrast to computer-controlled techniques are those in

which control is transferred to the user at points where what is

to be done next has intentionally been left incompletely

specified. In this case, the user has the opportunity to

initiate commands rather than simply to select a response from

- among those suggested. Illustrative of such techniques are
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limited-syntax command languages. Such languages are direct

descendants of interactive computer programming languages in

which commands may be either stored for future execution or

a executed immediately upon being specified. These languages

require considerably more knowledge on the part of the user than

does use of the dialogue types mentioned above. The acceptable

* -commands at any point in a transaction must be recallable by the

user, not just recognizable as in the previous cases.

By use of the term "limited syntax," we mean to suggest that

the structures in which the. commands must be formulated are

predefined. Typically a command line begins with a verb such as

"edit," "compute," "locate," etc. The verb is followed by one or

more arguments that successively bracket the domain and specify

the values of parameters to be addressed. When the command is

parsed, the system expects to find one of a pre-defined set of

possible arguments at each point in the sequence. Thus both the

. structure and vocabulary must be learned by the user. Advantages

of limited-syntax structures are their conciseness and

efficiency. If a particular activity is frequently repeated, it

would be tedious and unacceptable to an experienced user to be

forced through a series of menus or form-filling frames to define

" every desired activity.

In systems in which considerable training can be justified,
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.* command languages can be made still more concise by introducing

abbreviations and brief codes for both command verbs and

arguments, as has been done in commercial airlines reservation

systems. This renders the transcript of a transaction relatively

unintelligible to the uninitiated, but provides for substantially

more rapid command entry.

. Some command languages provide a middle ground between terse

but demanding command languages and easy-to-use but verbose

form-filling or prompted input techniques. At each point at

which a new argument is to be introduced, the user has the

option, in these systems, to depress a special key. Depression

of the key causes the system to provide the user with a brief

description of the class of argument that it is expecting at that

- -" point in command formulation. It should be noted that increasing

*i the versatility of command structures generally requires much

more extensive frontend software to make the dialogue flow

smoothly.

4.4.5 Special-Purpose Function Keyboards

Another way to promote conciseness is to avoid the

requirement for typing each command verb by using a labelled

special-purpose function keyboard that identifies each command

with a single key press. Such a keyboard has the advantage of

providing a reminder regarding what commands are available at any
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point without the concomitant constraints of requiring the user

" to step through a lengthy menu or form-filling frame. Sometimes

the special keys are integrated into a standard alphanumeric

keyboard and sometimes they are designed as a separate block of

*? keys for the designated purposes. Some special-purpose keyboards

are provided with labelled overlays that permit the user to

- change the assignment of keys according to the requirements of

different software packages, but to change assignments within a

" :particular application can be confusing and can lead to high

error rates. As a practical matter, overlays also have a

' :tendency to get lost or misplaced, placing still other demands on

the user's memory of key assignments.

An example of the effective application of a special

function keyboard is provided in the simulation of a

' remotely-piloted vehicle (RPV) command and control system

developed by the Air Force Human Engineering Division. This

system employs IBM 2260 terminals dedicated to monitoring and

controlling a flight of RPV's. Each of four CRT terminals

displays flight path information and vehicle status information.

It has a light pen, an alphanumeric keyboard and a separate
* function keyboard to activate frequently-used commands. These

commands specify such operations as changing display scale

factor, changing RPV speed or altitude, and modifying flight

path. Many of the commands require an argument that is provided
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either through a light pen designation of the vehicle whose

status is to be changed or a description of the revised flight

path. The alphanumeric keyboard is used to enter new parameter

values such as velocity or altitude. The special-purpose

keyboard is particularly effective because users sometimes work

under severe time constraints and typically need to issue

well-defined and unchanging commands.

4.4.6 Natural Language

There has been considerable interest in developing the

capability to implement user-computer dialogues in relatively

free-form natural language. This capability has been pioneered

in the development of computer-assisted instruction systems in

which the users are dealing with subject matter that is rich in

vocabulary and for which the unnatural constraint of menus or

question-and-answer formats communicates the image of an

instructor as a robot with a relatively limited ability to

communicate. The problems involved in implementing natural

language dialogues are many and well known. Such a capability

requires a large stored vocabulary with an associative network of

synonyms and related concepts, a parser of natural language

grammar, a sentence-constructing algorithm for synthesizing

answers to questions that arrive in unpredictable formats, a

historical record of previous sentences, and their analysis in
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order to interpret the context sensitive features of human

*discourse, and so forth.

* Sufficient progress has been made on these problems that it

is now feasible to apply natural-language systems, in a limited

way, in certain contexts where errors of understanding are

unlikely to be disastrous; however, the technology is not

* .1sufficiently mature to be used very extensively in highly

sensitive contexts such as tactical command and control. On the

other hand, natural language interpreters will be important

components of future developments in computer-based information

and retrieval operations in which data storage and retrieval

algorithms will be based on the semantic content of natural

language messages rather than simple scans for key words or

prestored phrases. Whether a fully natural language capability

is a reasonable, or even desirable, goal for the foreseeable

future is a debatable question. There can be no doubt, however,

. that much can be done to make user-computer dialogues more

conversation-like than they currently are (Nickerson, 1976).

A researchable question of considerable importance for both

dialogue development and information processing operations is

whether individuals can learn to communicate using a constrained

subset of natural language grammar and vocabulary that would

* reduce both the verbosity of natural language dialogue and the
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difficulty of computer interpretation of human input. Such a

dialogue mode may be thought of as intermediate between

limited-syntax command languages and natural language; it should

provide further useful information for improved structuring of

command languages for ease of human use.

Relatively little empirical work has been done on the

effectiveness of such languages; however, one study of the

effects of restrictions on vocabulary size was reported recently

by Kelly and Chapanis (1977). Two people were placed in separate

rooms and had to communicate by teletype. They worked on two

tasks requiring interactive problem solving. The investigator

compared performance with (1) an unlimited vocabulary, (2) a

500-word vocabulary consisting of 425 function words and 75

task-related words and (3) a 300-word vocabulary consisting of

225 function words and 75 task-related words. In each case, the

subjects were given training with the admissible vocabulary.

Time to solve the problem and total number of communication

exchanges proved to be independent of vocabulary size in this

study. Much remains to be done, however, to explore minimum

vocabulary size, restrictions on grammatical constructions, and

V. the generality of this finding to other classes of tasks.

A very specific research question that relates to use of

computers in tactical situations is the following one: What
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would be a minimum-word vocabulary that would be adequate for

describing tactical situations? This question probably does not

have a single-number answer. It seems more likely to be the case

I Qthat a vocabulary of a specific size would be adequate to

describe a certain percentage of situations that could arise. If

-- that is the case, what one would like to know is the shape of the

curve that relates number of words to percentage of situations

* they can describe. Of course, this also has to depend on the

specific words that are chosen, but therein lies a challenge for

research.

4.4.7 Graphics Language Development

1 JA question of some interest is whether one could develop a

communication language that is suitable for use with a

computer-based communication system with a graphics terminal that

3 !contained as language primitives words, icons (graphic symbols),

and maps. A purpose for such a language would be to permit the

user to describe tactical situations effectively. A research

problem that follows from this question is the need to identify

the capabilities that a graphics system (including its command

I- language) must have in order to facilitate the representation of

the dynamics of a changing situation.

I.
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4.4.8 Customizable Interfaces

The assumption is sometimes made that there is merit in

designing an interface so as to provide the user the opportunity

of customizing it to his own preferences or style. Providing

such flexibility is not a trivial matter, however, and data

apparently do not exist that would provide the basis for a

judgment as to the real value of such flexibility from the user's

point of view. There are some systems in existence that provide

such flexibility. It might be useful to attempt to determine the

extent to which users of such systems take advantage of this

flexibility and, in fact, customize the systems to their own

preferences. There is a chance that such a study would reveal

that self-initiated changes are relatively rare, in which case

one would have to question whether such flexibility is worth the

cost of providing it.

4.5 Tools and Procedures

4.5.1 System Design and User Models

The user of an interactive system has in his mind a

representation for that system. The representation begins to

form on first exposure to the system; it grows and may change

with subsequent use or instruction. In our experience, this

representation, or "user model" as we shall call it, plays a

L
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pivotal role in the success or failure of a system from a human

factors point of view.

To see the importance of user models, consider theKi difference between a conventional office and a computer system

that automates some part of that office. The conventional office

contains information, processing elements, and people. The

-,information is represented in tanqible, visible form on paper,

which can be placed in folders, bound into reports, piled on

desks, and stored in file cabinets. The totality of information

. storage in a conventional office may be confusing, but one would

not normally characterize it as mysterious. The processi.ng

Selements in a conventional office -- pencils, typewriters, adding

machines, staplers -- are equally understandable to the human

user. One may not be particularly adept at their use, but it is

generally quite clear what they do and, in most cases, how they

do it. This description stands in sharp contrast to an

equivalent interactive computer-based office system. The latter

may bring with it enormous advantages over the conventional

office, but it can also bring great mystery. In the electronic

" office, processing and storage elements are reduced to

microelectronic form, and this has the effect of making them

intangible and invisible to the human user. The organization of

a conventional office reveals itself through the physical

realization of that office. The organization of an electronic
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office does not. In order to understand the electronic office,

therefore, its user must compensate somehow for this lack of

comprehensible physical reality. Most users appear to do this by

constructing a mental model.

Once constructed, this model will guide the user in

subsequent interaction with the system. Depending in large part

on the success of the system's designer, the user will

characterize his model as "clear," "easy to remember,"

"comfortable," or "confusing," "hard to keep in mind," "awkward."

Individual parts of the total system -- its documentation,

functions, objects, and command language -- will either clarify

or obscure the user's model. The separate parts will reinforce

each other, and therefore add clarity to the user model or oppose

each other, and therefore add confusion. Taken as a whole, the

user model will promote a friendly, willing user, or leave the

user with a sense of distaste and a desire to avoid the system.

The foregoing comments have focused on the problem of

automating an "office" rather than a military system designed for

command and control, message processing, or some other military

application. However, the contrast between the conventional and

the electronic holds equally well in the case of military

applications. In all cases, the problem faced is that automation

* makes the visible invisible and the tangible intangible. The
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.aproblem is to compensate for the loss of physical objects, which,

whatever their faults, have the useful properties of visibility

and concreteness to the user.
.6

* -. In command and control situations, one must cope with the

" .electronic replacement of maps, status boards, blackboards, and

other easily understood and simply manipulated artifacts. In

their ability to store, retrieve, display and compute data, the

electronic replacements may have indisputable advantages over

their conventional counterparts. Howeyver, unless this capacity

* .! can be made as easy to use, and to understand, as the older

* tools, most or all of the advantages will be lost.

' ,At the present time, the shaping of user models can fairly

be said to be an art rather than a science. It is guided by

intuition, experience, trial and error. Our expectation is that

I it will remain an art for the foreseeable future. This arises

from our perception of the "problem space" for user models as

- encompassing both the human mind and the totality of what can be

done with computer systems.

The designer of an interactive system must know what he

wants to put in the user's mind, what system characteristics will

get it there, and how to build those characteristics into the

- system. To meet these needs requires an understanding of the

psychology of human understanding, of available techniques for
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constructing the user-computer interface, and of the technology

of interactive program design. In none of these areas do we have

enough knowledge to provide the basis for exact, quantitative

design disciplines.

However, this is not meant to discourage research on user

models. Quite the opposite, our view is that this topic is an

especially important one, and that it will become increasingly

important as the systems that people use increase in complexity

and potential mysteriousness. Moreover, the need to understand

better how to give users appropriate and useful models of complex

systems is doubly important, because when such models are not

provided, the users are bound to develop their own models

*. spontaneously, and the models they develop can often be not only

inaccurate but also counterproductive if not dangerous.

With respect to the problem of providing suitable models of

systems to beginning users, one may question the advisability of

carrying over familiar concepts into the domain of computer-based

- systems. Consider, for example, the case of an electronic

information storage and retrieval system. In the case of

conventional data bases in which the storage medium is paper

0: (e.g., books, journals, reports), one's memory representation of

the information in one's own data base involves visual and

S. spatial components. One may remember the color of the cover of a
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.. book or the design on the jacket, or one may remember the

location of the pile in one's office in which a particular report

may be found, or one may visualize a letter as being filed in a

•specific drawer of a specific filing cabinet. Stch cues serve

some useful functions. They help us locate material when we need

it. They may also help us maintain a conceptual model of the way

-the information we have collected is organized.

In an electronic data base in which all the information is

*stored in computer files, such locational attributes of the

information are lost. Should that loss be of any concern? Would

one's use of a data base be facilitated as the result of the

imposition on it of analogous secondary properties? For example,

would it be helpful to have information dealing with different

*- topics presented on different colored backgrounds on graphics

terminals? Would it help to impose a spatial model on the

information in the data base, thus creating the impression that

* .different types of information are stored in different places?

How important or useful is it for the user to have some model of

the information that is in a storage and retrieval system and how

that information is organized? To what extent would such a model

facilitate both browsing and focused search?

As another example of how models that work with conventional

information systems may be inappropriate in computerized systems,

127

.. . . . . .



consider the case of data sharing. Computer science has

developed information storage structures having properties that

would be impractical or impossible to duplicate with conventional

media. Such structures take advantage of the access speed and

other properties of electronic storage media. They offer various

benefits from a systems engineering point of view and also in

terms of the functionality that can be achieved with an

information system. From a human factors point of view, such

structures present a challenge. If presented directly to the

human user, they may create confusirft. On the other hand, if

exploited properly, they may help realize the potential

advantages of an electronic information system as opposed to a

conventional one.

Data sharing is a common technique in designing information

systems. If a data element must be accessible from several

locations in a total information structure, such access can be

provided in either of two ways. One can place a copy of the data

element at each location where access is desired, or one can

provide just one master representation of the object, and then

provide pointers, or references, from the access locations. The

latter technique may prove to be preferable for any of several

reasons. Two obvious ones are to save storage space (pointers

may be much more compact than copies of an extensive data

element) or to ensure consistency (with a changing data element,

all references will automatically access the latest version).
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Information structures built on the principal of copied data

elements can be duplicated in conventional storage media. To

make a certain memorandum accessible from several different

files, a copy is usually placed in each file. When replicated in

a computer system, such structures are therefore likely to be

understandable to the human user. In contrast, it is not usually

- convenient to employ data sharing in paper-based information

. systems. Consequently, one would expect this technique to be

less understandable to the inexperienced user of an electronic

information system, and this has indeed proven to be the case.

S•Confusion appears to creep in because the user believes (and is

often led to believe) that he is accessing one of many copies

rather than a single shared object.

4.5.2 Complexity

An interesting trade-off in designing interactive systems

involves the need for complexity of a system on the one hand and

a desire for simplicity and ease of use from the user's point of

view on the other. This assertion leads immediately to a

question: why complexity, and what is gained by it? What is

there to trade-off? The answer lies in the desire for powerful

systems, and, somewhat paradoxically, in the desire for

. conceptual simplicity and ease of use. The design of one

computer-based message system, Hermes, yielded a number of
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experiences that may serve to illustrate this point (Myer, 1980).

Hermes, like many other systems of comparable complexity, was not

simply created once and for all, but rather it evolved over time.

At the outset, the designers had little firm knowledge of what

should go into a message system. An initial version was created

with basic capabilities, and then interaction with the system's

users guided its further development.

Very early, it became apparent that multiple options were

wanted for the output of messages from the system. In some

cases, one wanted a compact view of many messages. In other

cases one wanted messages to be printed out, in their entirety,

on the computer terminal. In still other cases, a listing was

wanted of many messages on the centrally located high-speed

printer of a computer center, and with a table of contents.

To provide these options, three separate output commands

were included in the system's design. To provide further control

over the output format for messages, a "Template" object was

invented, and a specialized editor created, with its own set of

commands to permit the user to create and modify templates. A

new command was added when it became apparent that users wished

0O to save partially completed draft messages from one session to

* the next. Another was devised to permit the saving of single

message fields containing useful information, such as address

* !lists.
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.! Thus, as the system acquired power, it also acquired

complexity. Unfortunately, interaction with the user community

made it clear that complexity was not without its price. Some

users elected to forego the power bought by Hermes' complex

design in favor of simpler message systems offering fewer

options.

In many situations, it may not be possible to switch to a

simpler system. A wide variety of options may be necessary to

get the job done, or there may be no simpler system to which to

switch. Hence, we conclude that the question of complexity is a

serious one in the design of interactive systems. The basic

problem is how to provide the rich variety of options that may be

needed or desired in an interactive system -- especially by

experienced users -- without burdening the system with such

complexity that it will be unattractive or even unusable to usersU
with limited experience. We believe that this is a serious

* research question.

One line of attack is suggested by the observation that

complexity appears to be a memory problem. Users seem to have

trouble with complex.systems in part because it is hard to

remember how such systems work. This suggests a "get more from

less" approach toward system design.

One way to do this is to provide only the most basic objects
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and most primitive operations, and then allow these to be

concatenated in various ways to accomplish the end result desired

by the user. The problem with this approach is that it may

require unduly complex command sequences to specify even the most

frequently used operations. All possible operations can be

accomplished with such a system, but perhaps at the cost of an

unacceptable level of difficulty of operation. The risk is that

this approach may lead to a system which is easy to understand

and remember, but hard to use, and frustratingly verbose for the

expert user.

On the other hand, this approach has the power that many

operations can be accomplished that were unanticipated by a

system's designers, and without the need to add any new commands

or objects to the system. Furthermore, frequent users of such a

system often do develop a fluency in its command language that

overcomes the more cumbersome constructs required. So far as we

know, relatively few interactive systems have been built on this

model. Hence, this may be a useful research thread to pursue.

Experience in the Hermes project suggests another approach

that may be more practical, which is based on two policies: (1)

Arrange the objects in the system into a small number of broad

classes, such that all objects within a class are treated

identically with respect to the operations that can be carried
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out on them. (2) Strive to create operations that apply to

several, or all classes of objects, such that the result of

.. applying an operation varies appropriately with the object class

to which it is applied.

.- This approach is based in part on the characteristics of

natural language and in part on the organization of physical

- objects that store information in conventional ways. In natural

*language, the verb "open" may have different meanings depending

* won the object to which it is applied. To open a file drawer is

to unlatch and pull it out. To open a file folder is to unfold

it. In a conventional office, a memorandum, a business letter,

- and a purchase requisition (whether filled out or not) are all

objects of the class "document." The same operations -- writing,

. iediting, filing, sending -- apply uniformly to all documents.

5 IIn a more recent message system design, this approach was

applied in an effort to eliminate some of the apparent complexity

*of Hermes while retaining its power. In this system, templates,

messages, draft messages, and fragments of messages are all

instances of the object class "document," and are all subject to

the same creation, storage, editing, and other operations. Also,

in this design, single commands were made to apply where possible

to multiple classes of objects.

The results of this effort were successful up to a point,
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but in the end it remained clear that command language design is

an art, in which there is still much room for improvement.

4.5.3 Documentation and On-line User Aids

.One of the advantages of computer-based interactive systems

is the possibility of building into them the capability of

providing their users with tutorial information about their use.

Ideally, one would like such systems to have the capability of

providing the kind of help to a user that is appropriate to his

level of expertise. While many systems do provide on-line aids

of various sorts, designing truly helpful helps has proven to be

more difficult than it first appeared. (Nothing is more

frustrating to a user than to type the "help" command on a system

and then to discover that he needs help to decipher the

response.) The design of these capabilities also remains very

much an art form. Few empirically validated guidelines exist for

developers of systems who wish to incorporate such capabilities.

4.5.4 Information Finding Techniques

Among the many purposes for which computer systems will be

used by the military in the future is the storage and retrieval

of large amounts of information. A key to the effective use of

such information systems is the availability of tools that

provide users with easy access to the specific information they

_need.
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.m Information finding is, of course, a very general problem

and is not unique to the military. Moreover, general purpose

information systems are beginning to be developed for use by the

general public. A study of these systems and, in particular, of

the techniques they employ to provide user access to the data

base, could be of considerable interest.

Several consumer-oriented information systems already exist,

or are being developed. An example of such a system is

computer-based information service provided to the general public

by the British post office under the trade name Prestel. Prestel

uses a specially adapted TV and a handheld numeric keypad. (The

*input is somewhat limited by the number of keys on the pad.) The

communication link between the user's terminal and the computer

in which the information is stored is a telephone line.

Prestel's data base contains about 200,000 "pages" of

information. A page is what is displayed on the 'TV screen at one

time. The data base contains information on a wide assortment of

subjects.

The user accesses the data base via a menu-structured query

" *procedure. The computer presents a menu of up to 10 options from

which the user selects one by entering its identification number

with his keypad. The typical effect of the selection of an

option is to bring up another menu on the video display from
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which another option is to be selected, and so on. The data base

has a tree structure, so what the user is doing in selecting

" options from a sequence of menus is working his way down the tree

so as to arrive at a terminal point of interest. Most of the

information in the Prestel data base is entered and its storage
is paid for by "information providers." The menu pages

themselves are prepared by the British post office.

The kinds of human factors issues that arise with respect to

the design and use of a system such as Prestel include: (1) the

organization of information on the display, (2) the coding

schemes used for keying queries or responses into the system, (3)

the organization of the data base, and (4) the user's model of

that organization.

Systems such as Prestel are intended to be used by anyone

who has an interest in accessing the information they contain.

- They are to be distinguished from very special purpose systems

* designed for a highly restricted class of users, such as airline

reservation systems, point-of-sale data entry systems, and

inventory control systems. Inasmuch as the purpose of these

systems is to provide a user with information that he wants, with

a minimum of hassle, their effectiveness should be judged largely

in terms of how difficult it is for the user to access that

.- information. Short of being able to ask a question of the system
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in natural language, one wants to give the user the means of

interacting with the data base in as natural and effective a way

as possible. One wants to minimize the overhead involved (and

the detours taken) in getting to the information that one really

wants to have.

A common method of giving the user access to the data base

is the one used by Prestel, namely that of providing the user

with a sequence of "menus" by which he steps his way down

-" selected branches of a "tree." One may question the efficiency

of this approach from the user's point of view. If the user

knows where he wants to end up, it seems unfortunate that he must

be forced to traverse several branches of a tree in order to get

there.

One of the problems that the designers of a data base have

U is that of matching the structure of that data base with the

structure of information in the user's head. Assuming for the

moment that people do think in terms of tree structures, the

*. problem becomes that of organizing the data base tree so as to be

similar to the user's tree. Evidence that this is not a simple

" problem comes from the fact that users often make mistakes in

selecting from tree-searching menus (Frankhuizen and Vrins,

1980). They may know where they want to go, but not know how to

get there in terms of the way the data base is organized.

1
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The need for better techniques for interacting with

(interrogating, browsing through) very large data bases is

illustrated by some of the data bases that currently exist on the

WWMCCS Information System. The Airfield Facilities File and the

Units Status Reporting System, two applications software packages

on WWMCCS, contain approximately 60 million and 75 million

alphanumeric characters, respectively. The first of these data

bases contains information regarding the physical properties and

available facilities of approximately 47,000 air fields, and the

latter contains information on the status, location, and

capability of U.S. military resources throughout the world.

These are not enormous data bases (a 400 or 500 page book

probably contains on the order of one million characters, and so

the Units Status Reporting System contains the equivalent of,

say, 75 moderate-sized books), but they are large enough to

illustrate the need for better data base search techniques.

Moreover, the sizes of data bases will certainly continue to

grow.

Tmagine having electronic access to the Library of Congress,

*or even to the New York Times data base, which, as of 1975,

contained nearly one billion abstracts of articles of its own and

of other newspapers dating back to 1969. What might one do with

." it? Clearly not much, unless one also had available some useful

interrogation procedures. But what constitutes a useful
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n interrogation procedure? This is a disarmingly simple question,

but one that does not have a simple answer. Some people

anticipate the day when far-ranging questions can be asked (of

the computer) and answered (by the computer) in free,

unconstrained English (or other "natural" language). That day

may come, but it is not here yet, and it is unlikely to come in

- .the next few years. What, in the interim, is needed to make the

idea of an accessible computerized general information store a

practical reality?

4.5.5 Knowledge-based Dialogue Tools

As the capability-to-cost ratio of computer systems

- U continues to increase, it becomes ever more practical to think of

- complex and sophisticated software in support of individual

computer users. However, when one compares simple user-computer

5 dialogues with human dialogues, a major difference is in the

completeness and precision with which instructions for a computer

must be specified. This completeness and precision requirement

is one of the major hurdles for the unsophisticated user of

computers. The human dialogue does not require such precision

and completeness because the listener brings to the conversation

a large amount of knowledge upon which he can draw to fill in the

gaps and infer missing elements. The speaker tacitly assumes

that this capacity is available and simplifies the message

accordingly.
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When one asks for the names of all the people who work for

IBM and have PhDs, one does not mean the union of all IBMers and

all PhDs. When one asks a secretary to type a dictated letter,

one does not need to specify that the salutation goes on a

separate line and the complimentary close goes on a separate line

- -
i indented 15 spaces. When one asks, "What is the value of voltage

at P-l?" and, after getting the answer from a technician, one

then asks, "How about P-3?" or "How about the current?" one can

expect that the context will allow the technician to give the

voltage at P-3 or the current at P-1.

For several years the artificial intelligence community has

been working toward computer-based representations of human

cognitive processes, particularly as they are reflected in

natural language. This work has the potential for automatically

disambiguating incomplete or imprecise assertions of computer

users.

Developing knowledge-based systems requires the close

collaboration between the computer-scientist and the human

factors specialist with knowledge of cognitive psychology and

psycholinguistics. Such system capabilities can contribute major

breakthroughs in the "friendliness" of interaction.

In addition to the problem of developing these capabilities,

there are also researchable issues having to do with how to
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introduce such knowledge bases to the user. In the examples

mentioned above, it is a simple matter to have the computer

format the letter or have it report the intersection of IBMers

and PhDs, although this always entails the possibility that the

inference of what was intended was incorrect. In other cases,

the issues are more complex. Imagine that the rules of

entitlement to Social Security benefits or assignment of

personnel to military specialties had been built into a knowledge

base. One can then imagine computer support of the Claims

Representative or personnel officer taking one of two extreme

forms or some point on the continuum between them. In the case

of the Social Security system, for example, the system could

Uautomatically and dynamically decide the most efficient question

* - to ask at each point during an interview and arrive at the

entitlement decision on the basis of the data entered in answer

S to these questions. Alternatively, the agent could conduct the

interview according to individual style and the responsiveness of

the interviewee so as to cause the interview to flow most

naturally. Then, when all the data were entered, the computer

would advise the agent concerning incomplete entries, missing

data, tasks remaining, or, in the event there were no gaps, the

decision. Probably neither of these extremes is best, but among

the multitude of choices in between lie questions of display

* design, choice of interactive methods for prompting the agent,
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the nature and specificity of the prompting, and a host of issues

that may be answered differently when such knowledge bases are

* available than when one is designing a simple frame-oriented

branching dialogue structure.

1
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5. SYSTEM ISSUES

5.1 System Architecture

Throughout the 1960s and well into the 1970s, interactive

computing was dominated by a single architectural model: a

central computer shared by multiple users, each supported by a

simple terminal (one with no more than the most rudimentary

processing or storage capabilities). This configuration was made

necessary primarily by cost factors: computers were too expensive

to dedicate to a single interactive user; resource sharing was

necessary to reduce the cost of computing to an affordable level.

U Throughout this same time period, however, two trends have

been established that promise substantial architectural changes

in the years ahead. The first of these trends relates to the

costs of digital processing and storage technology. These costs

have been dropping continually and dramatically, and at least two

orders of magnitude of further decrease are foreseeable in the

years ahead. At a low enough cost, it becomes possible to

* dedicate substantial processing and storage resources to the

individual interactive user or to other functions that use those

resources at less than peak efficiency.

A trend toward providing more computing power to the

individual user shows up in the appearance of sophisticated
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terminals with built-in microcomputers and substantial memory,

and in the incorporation of microprocessors into "smart"

instruments and other devices not heretofore associated with

computing. There now exist experimental systems in which as much

computing power is dedicated to the single user as was heretofore

incorporated into a large mainframe machine. Although the

possibility of locating much of the computing power that a user

needs close to, or in, his terminal is becoming economically

feasible only now, the desirability of doing so was noted by

Licklider as early as 1968:

When connected to a large computer, a small one makes
an excellent "intelligent terminal" or an excellent
satellite. When so connected, the small computer can
take care of the frequent "low-compute" interactions
itself and forward the relatively infrequent major

- computations to the large machine. (p. 204)

* In particular, Licklider noted the need for a significant amount

of computer power at the user's location for the purpose of

driving computer-controlled Oisplays.

A second and related trend is the increasing power and

sophistication of data communication technology. In the mid

* "1960s it was possible to link terminals to computers by telephone

lines and to perform batch data transfers between computers. The

late 1960s and early 1970s saw the advent of specialized, digital

communication networkq, and increasing sophistication in the
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kinds of communication that could take place over such networks.

At present, there are long distance packet-switching networks

such as the ARPAnet, local high bandwidth networks, networks that

depend on the special characteristics of satellite

communications, and short-range radio-based networks such as the

packet radio systems mentioned in Section 2.1.

These networks can now do much more than support terminal

linkage and simple batch data transfers. Sophisticated protocols

-- have been developed that permit a rich variety of communications

to take place between machines, between people, and between

people and machines. At the same time, the decreasing cost of

digital hardware has led to a proliferation in the number and

types of computing elements attached to digital communication

networks. What is emerging is a new computing/communication

milieu involving many users and many machines, all linked by

sophisticated digital communication networks (Nickerson, 1980).

These distributed, network-based systems follow a number of

different architectural approaches, differing substantially in

" key properties. Thus, where there was once but a single,

* -centralized architectural approach toward interactive system

design, there is now a considerable variety of approaches.

Given the current and anticipated trends in the continued

miniaturization of both processors and computer memories, it
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should be possible in the near future to package a very large

amount of computing power and local storage within a portable

terminal. The question arises as to what kinds of computational

and storage needs should be satisfied locally and what kinds

should be obtained from shared resources when the answer to the

question is not dictated by financial considerations.

System architecture has human factors implications because

the way in which the parts of a system are distributed will

affect the system's properties as perceived by a user. Although

this is generally understood, research that focuses on the human

factors aspects of system architecture has lagged behind research

on the various supporting technologies. Hence, the importance of

this area in military research programs.

Among the human factors implications of system architecture

are the following:

o Along with the emergence of distributed systems have
come new applications. Message and teleconferencing
systems, in particular, have considerable importance to
the military as an essential element in command and
control. Although such systems can be built on a
centralized model, their ultimate power can only be
realized by a distributed approach. In Section 2.1, we
explored some of the human factors problems of message
and teleconferencing systems.

o Distributed systems have a high potential for
survivability in battle and other adverse conditions.
The technology that permits such systems to survive has
been studied in considerable detail, but the human

'""" factors of a system under survival conditions have not.
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In Section 5.2, we consider some of the human factors
aspects of survivable systems.

o Responsiveness is an important system characteristic
from a human factors point of view, and the way the

*parts of a system are distributed will have a strong
impact on its response to user requests for service. In
Section 5.5, we discuss some of the issues relating to
system responsiveness.

o One of the implications of the decreasing costs of
microcomputers is the economic feasibility of developing

- machines with architectures that are qualitatively
different from that of the serial processor design that
has dominated the industry since its inception.
Machines with a large number of processors working in
parallel can now be built economically. However,

- effective use of these machines will require the
development of new ways of thinking about problems.
Historically, the conventional way of approaching a

: complex problem has been to break it down into
subproblems that could be solved, or steps that could be

- - executed, in sequence. Relatively little thought has
been given to the question of how to break complex
problems into parts that can be worked on
simultaneously. We believe that the increasing
availability of parallel processing machines will
provide the motivation to develop new approaches to
problem solving based on parallel processing algorithms.
The development of such algorithms will require that
problems be thought about in qualitatively different
ways than they have been thought about in the past. The
study of this "paradigm shift" is another opportunity

,. " '  for basic research that relates very directly to
.3 .. information technology and its future utilization.

5.2 Survivability

A powerful property of distributed systems is their

potential survivability under adverse circumstances. For

* example, most packet switched communication networks can survive

* "i the loss of one or more nodes or branches, often without any loss
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of information en route at the time of outage. This ability

follows from two fundamental properties of the design of these

networks:

o Most such nets possess sufficient redundancy so that an
alternative route can be found around a failed node or
branch.

o The nodes of such a net (actually small computers)
possess sufficient intelligence to exchange information
on the network's condition, detect failures, and
cooperate in devising alternate routes around such
failures. Each node has at all times an accurate
working picture of the state of the network and is
capable of modifying its operation to adjust for changes
in that state.

At a higher level, computing systems built from distributed

elements have a similar potential for failure tolerance, and this

potential arises from the same two fundamental design principles.

Sufficient redundancy is provided in processing and information

storage elements so that the system can survive the loss of one

or more elements of each type. The redundancy is taken advantage

of through information exchange among the system's active

elements, which, working together, detect failures and alter the

systems operation accordingly. In a military setting, these

design principles can lead to exceptionally robust systems. With

sufficient redundancy, a distributed system can remain

-operational through the loss of many of its parts.

An interesting situation arises when the damage sustained by
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a distributed system partitions that system into two or more

components, each able to function alone, but totally cut off from

the others. Research is underway to devise methods for the

reconstitution of such decoupled networks.

Packet radio networks (see Section 2.1) present an even more

dramatic situation. Since the nodes of such a network may be in

S..motion, the network's topology can be expected to change over

. time. In addition, nodes may enter or leave such a network, and

nodes within the net may be put out of operation in a battle

* situation.

Progress has been made toward ensuring the survivability of

distributed systems and intensive research continues on this

* subject. However, so far as we know, little attention has been

paid to the human factors of a distributed system under survival

conditions. The result is that we may be designing systems which

survive but fail to remain usable in crisis.

In active military service, a distributed system will be

-. likely to support command, control, and communication functions

that include communication between users, access to data, and the

exercise of processing capabilities. Under conditions of partial

failure, some portion of these capabilities will be lost. As we

see it, there are two key sets of human factors concerns in such

a partially functioning system. One relates to the matter of
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maintaining orderly communication among those parts of a military

unit that remain connected by the system. The second is the

problem of maintaining system operation in the face of lost data

or processing capabilities.

One of the greatest risks in a crisis situation is the

danger of confusion. A military unit may sustain serious damage

but nonetheless carry out a successful mission provided the

surviving parts can continue to function in orderly, coordinated

fashion. Such coordinated operation in turn depends on continued

communication among the surviving parts of the unit, and, equally

importantly, on what might be termed a collective self awareness.

That is, the unit's key members must have a clear mental picture

of what parts are still active, where they are located, what

action they are taking, and so on. Furthermore, this picture

must be kept up to date in continuous fashion as the engagement

proceeds.

Such collective self awareness can be obtained by manual

polling of a unit's membership, but this consumes valuable time,

and there is a potentially much better way to achieve the same

result. The key lies in the basic survival mechanism of the

-system itself, which depends on a self awareness analogous to

that needed by the system's users. As indicated previously, the

active elements of a distributed system exchange information from
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which each element derives a continuously updated picture of the

"- system's current state. This same mechanism, already built into

the system, could be used to generate a state picture suitable

for the human user.

:Research on ways to provide military units with such a state

picture is undoubtedly needed. Specific research questions that

should be considered include the following:

: o The state picture generated by the system itself is
- limited to a simple indication of the status

(active/inactive) of each element. Such a picture alone
*[ would help the user by providing an indication of what

* * parts of his unit could currently be reached through the
communication system. However, it seems clear that a
more valuable picture could be obtained by entering
additional information into the system and allowing it

S to be propagated among the system's active elements.
What additional information would be useful to the
system's users? Physical location, movement (if any),

-,' and intention suggest themselves as likely candidates.

o How can such additional information be obtained by the
system? Should the user enter it into his terminal, or

" -can some parts of it (e.g., location, motion) be
discovered by the system through communication among the
terminal nodes? How can the terminal be designed to

- 'facilitate entry of the appropriate information?

o How can the state picture best be presented to the user?
A map format suggests itself in the case of display
terminals, but what about the case of terminals not
equipped with displays?

The second set of human factors issues relating to partially

functioning systems concerns the partial loss of data and

processing functions that may be suffered when a distributed
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system sustains damage. This is a relatively new area for human

factors research, since the centralized systems that have

predominated up to now are likely to be either fully operational

or completely shut down. The problem, as we see it, is to

anticipate the types of failures that may occur and provide for

" them in the design of the system. The art of building

failure-tolerant systems of any kind depends on this basic

approach. The following are some of the human factors questions

that arise.

o What is the best way to present a situation (or other
data) when some of the supporting data base is lost or
no longer timely? This breaks down into two
sub-questions -- how to design robust presentation
software that can operate in the face of a loss of data
(a software engineering question) and how to design
display formats that take advantage of valid data while
making clear what's missing or less valid.

o Can trend display notions be employed to extrapolate
forward from the last known condition of some part of
the total situation? If so, then a key human factors
concern is to make clear the uncertain nature of such
extrapolated information as contrasted with the more
valid, up-to-date data available from those parts of the
system that remain operational.

o What can be done to adapt to the loss of active system
. functions?

An interesting parallel exists here between the military

situation and the techniques that are applied in air traffic

control. The devices employed to monitor and control air traffic

have evolved from manual plotting boards and flight strips
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!I (simple plastic blocks representing each flight) to primary

radar, to transponder-assisted radar, to radar assisted by

altitude reporting transponders plus computer tracking and

aircraft data display. The basic approach is to retain all

historic "layers" of the evolving technology in more or less

active status so that as one fails the traffic controllers can

- fall back upon a previous layer. As it happens, each successive

layer of advancing technology appears to be somewhat more frail

- than the one before, so that under failure conditions what one

usually encounters is a reasonably orderly retreat back through

* [the evolution.

In order for this approach to work, of course, it is

necessary that the controllers be trained to work with the system

at all its levels of technical sophistication, and, further, that

they be practiced in rapidly shifting from one level to the one

- before. Recent failures of the topmost, computer-assisted layer

"*-. have caused great concern among controllers, suggesting that the

"" level of preparedness may not have been sufficient to permit the

controllers to gracefully assume a fall-back position. Thus,

although it appears possible that a similar approach could be

*employed in the military, it also seems clear that training is

"... critical.

Extrapolating from air traffic control to the military, the
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foregoing discussion suggests that two criteria must be met.

First, the design of interactive computer systems for the

military should anticipate the possibility of "layered

degradation." Allowance should be made for both partial and

total loss of system capabilities. Manual systems and/or more

primitive automated systems should be available in the event of

total failure of the primary system.

Second, the key human factors concern under conditions of

degraded performance is that the human users should be fully

prepared to fall back to the more primitive support systems that

will be called into play. This means careful training under

conditions that simulate to the extent possible all failure

:p. conditions that may occur.

5.3 Interoperability, Inter-system Compatibility

There is currently great concern for interoperability among

military systems and components at the hardware, software and

data communication levels. The same concern does not, however,

appear to extend to the level of the human operator of an

interactive system.

In their survey of Battlefield Automation Systems, Synectics

Corporation (1980) examined five automated systems for Army field

use with particular reference to the human interface
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K characteristics of those systems. Their report focuses on

inter-system differences that can reasonably be regarded as

unnecessary, that is, differences that do not arise from the

fundamental differences in purpose or function among the systems.

The report shows an array of unnecessary differences in

categories such as the following:

o Command types

o Command Entry Method

o Help/User Aids

- o Execution of transactions

o Use of nonalphabetic symbols

o Use of Boolean, relational, or logical operators

o Terminal keyboards

o Design and layout of display screen

£ Not only do the differences show up among systems, but

within systems as well. An especially dramatic example concerns

function keypads for use in one system (TACFIRE) at the division

and battalion levels. Although 47 of the 64 possible codes are

common to both keypads, the report points out that "Only 19 of

these are in the same location; 28 are in different locations."

As the report indicates, in something of an understatement, "Any

user familiar with one menu, however, would become confused when

trying to use the other."
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The negative effects of such differences include unnecessary

training for operators of more than one system, operator

inefficiency, and potentially damaging errors. One way to

summarize the problem is to observe that mental capacity that

should be available for concentration on the functions to be

performed is pre-empted by the need to remember unnecessary

differences in the human interface.

*-.- It seems clear that some research should be devoted to the

problem of system interoperability at the human level. A useful

framework for attacking the problem may be derived from the

technology of data communications. From this point of view, the

human operator can be viewed as one node in a communication

network in which the other nodes are the dissimilar systems with

which he must cope.

The designer of a data communication system faces the

problem of establishing orderly communication among potentially

dissimilar nodes or subsystems. The basic technique is to design

protocols, or rules, for the orderly exchange of information. If

two subsystems can be designed to adhere to the same protocol,

then they can communicate, no matter how different they may be in

other respects. It is this basic technique, for example, that

enables computers built by different manufacturers to exchange

data through a digital network.
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From the point of view of this communication system model,

the present chaos in human interface design can be thought of as

a world lacking in standardized protocols. The human user is

*asked to interface with a variety of other systems, each obeying

a different communication protocol. This means that he must not

only learn the various protocols sufficiently well to become

aadept at their execution, but also keep them sufficiently

separate in his mind to avoid confusing one with another while

operating a system. What is likely to make this all the more

difficult is that many of the differences between protocols are

apt to be subtle, hard-to-remember ones that are nonetheless

critical for successful system operation. This situation will

place a considerable processing burden on any system, human or

otherwise. The remedy is to standardize on the protocols for

communication between users and machines, just as is done with

communication between machine and machine.

Beyond this, communication technology may have further

insights to offer for the user-computer interface. As the art of

protocol design has advanced, a second fundamental notion has

emerged, and that is the concept of layered protocols. The idea

of layering arises from the internal complexity of the

communication that takes place between two systems, and from the

desire to standardize to the extent possible even though multiple

purposes may need to be served by inter-machine communication.

IC
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At a basic level, protocols will be needed to cope with the

electrical properties of the communication link that binds the

systems together. Higher level protocols will be concerned with

error control, buffering, and other problems of digital

information transfer across the link. The highest level of

protocols will make use of the levels below to support the

applications for which communication was needed in the first

place.

It is at these highest protocol levels that differences are

most likely to show up, reflecting fundamental differences in the

purposes served. For example, a protocol for file transfer

between two machines may differ from one that is intended to

support message transport, or from one the goal of which is to

support real-time teleconferencing. However, all three of these

application-level protocols will rest on a common base of

- link-level and information-transfer protocols.

An essential property of layered protocols is the

independence between layers. A given layer functions without

concern for the inner workings of the layers below, or how it is

being used by the layers above. It is this fundamental property

0 of protocol design that makes it possible for many different

applications to share the same set of lower-level protocols.

There are several reasons for believing that these protocol
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concepts may be usefully applied to the human interface of an

interactive system. First, the interface does indeed appear to

have layered, hierarchical properties. To the extent that this

is true, the protocol approach will provide a useful descriptive

tool, capable of clarifying the thinking of interface designers

- and analysts. Second, the independence between protocol layers

* means that the inner workings of a layer can be changed at will,

provided its external appearance remains constant to the layers

above and below. Finally, and most importantly, the protocol

approach may help clarify what aspects of the human interface can

be held constant across systems and what aspects must differ due

to basic functional differences among systems. The following

.5 'paragraphs represent a first attempt at partitioning the human

* .* interface into a set of independent layers.

Layer 1 consists of the physical interface, the artifacts of

" user-machine communication: keyboard, function keys, display

* . screen, light pen, touch panel, printer, etc. Standardizing on

- this level of physical equipment would provide a foundation for

- protocol standards at higher levels. What suggests itself is a

standardized, modular terminal design, modular in the sense that

not all features (e.g., printer, touch panel) need be present in

* *all units, standardized in the sense that if present, a feature

adheres to a standard design and location in the total ensemble.
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Research would be required to develop effective standard

designs and to answer the question "how standard is standard

enough?" For example, if function keys are present, must there

always be precisely the same number of keys in the same location

and layout, or can one or more of these parameters be varied

within bounds? The goal of this research would be to develop a

terminal design that would be comfortable and efficient in any of
its variations and that would enable a user to shift from

variation to variation without need for retraining.

Layer 2 consists of the language syntax that governs the

transfer of information across the physical interface of Layer 1.

Concerns at this level focus on basic choices of command input:

commands typed on the keyboard, entered by function key, selected

by touch panel from a menu, etc. Within each basic command entry

mode, it would be necessary to consider numerous details. For

example, with keyboard entry, how are commands terminated? Can a

command line be edited prior to entry, and if so, what are the

editing conventions? Is character-by-character interaction

provided such that partially typed commands can be extended by

the system? What confirmation is required for potentially

dangerous commands? Are help features provided within a command

line to cue the user? How are arguments indicated? Is there a

subcommand mode? At this level it would also be appropriate to

K. consider standard formats and assignments for display windows,

command menus, and so on.
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, .Again, the goal is to permit comfortable user transitions

from one system to another, and one way to promote that goal is

to standardize on as many of these command language features as

possible. To the extent that any of these features differ among

systems, the user is presented with a learning problem made all

- the more difficult because it may represent one of a few minor

A* but pernicious differences between otherwise similar interface

9

designs. As with the physical level, it is not clear how rigid

these standards must be. It is a research question to determine,

for example, whether keyboard, function key, and menu selection

should be provided as equally acceptable options. What does seem

clear, however, is that if one of these options is selected, it

should be held constant across system boundaries.

- theLayer 3 relates to semantics. It describes the environment

perceived by the user to exist within the computer systemfc

- objects, their structure and properties, and the basic operations

Sthat can be carried out upon objects. The goal here is to

standardize on those aspects of system design that can reasonably

be held constant across systems. Objects such as files, records,

fields, messages, matrices, and indices should have identical

names, identical properties, and identical forms for printing or

display to the user. The operations for creating, deletingt

moving, and modifying such objects should also have identical

names and semantics.

LL
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Again, it would not necessarily be possible or desirable to

have all systems be precisely identical in all respects. It does

seem desirable, however, for the content of such systems --

operations and objects -- to be drawn from a common pool.

Research is needed in this area to determine what objects and

operations are needed and what their properties should be.

Layer 4 is concerned with the application to which the

system is to be put. It relates to the actions that can be taken

in furthering that application. To the extent possible, each

such action represents a composition of operations carried out on

objects at the layer below.

With the subsidiary layers in place, design at this level

should follow in quite straightforward fashion, guided by the

application in hand. An interesting question is the extent to

which different systems will in fact differ, once appropriate

* standardization has been achieved at the lower levels of

--'.s user-machine protocol. It is the suspicion of the authors, based

on experience with other interactive systems, that those residual

differences truly derived from differences in application will

not be particularly great.

Clearly this scheme needs to be developed in much more

detail, but it appears to have the following useful properties.
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o It isolates into one layer (layer 4) the essential
differences between systems. To a substantial extent

, *all layers below this could be standardized across a
considerable variety of systems.

o To a considerable extent, experimentation can be carried
out within some of the layers without affecting the
others. For example, substantially different methods of

" command input (keyboard entry, function keys, menu
selection, etc.) can be employed without affecting the
layers above.

o The system environment -- a critically important layer,
-' since it governs the user's model of the system and its

operation -- is isolated from the others. In our
experience, this portion of the human interface has
received less than sufficient attention.

* *5.4 Security

* As computers have found increasingly widespread use in the

military, it has become necessary to consider security issues as

a factor in system design. Depending on the approach taken,

security may have a negligible or a profound impact on the human

- factors of an interactive system. From a human factors point of

-. .view, the least troublesome current approach to security is to

operate in a mode termed "system-high." System-high means two

-. things. First, all users of a system that is operating in this

fashion are assumed to have authorization to access all data in

- the system, from the dual points of view of security

classification level and need to know. The entire facility is

- guarded against penetration from users outside of this limited

" group. Second, all information in the system is regarded as
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potentially having the highest classification of any information

in the system. No attempt is made to segregate the information

contained in terms of its security classification level or

need-to-know designation.

Thus, although a system-high facility may be heavily guarded

from the outside, once inside such a facility, the interactive

computer system itself is much like any other. Information

within such a system can be manipulated in any manner supported

by the system's functionality. Proper adherence to security

procedures is left up to the user, who can, for example, freely

mix information of different classification levels if he deems

that to be appropriate. Thus, from a human factors point of

view, a system operated at system-high is affected by no more

than the same issues and concerns as any other interactive

system.

From a military point of view, system-high operation is less

than ideal. It has the effect of lockinq up information at

unnecessarily high security levels. One goal of military

security is to ensure that users with a "need to know" have

access to the data they need that are classified at or below

their clearance level. Unless the user's clearance level matches

the highest level of the system, he will be denied access to any

information in the system, even though much of that information

may be appropriate and desirable for him to have.
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I Thus there is a strong motivation to design systems that can

not only contain data classified at multiple security levels, but

also provide controlled access by users with differing levels of

* clearance. When this is done, the burden of security protection

is shifted away from the surrounding enclosure and into the

system itself.

As might be expected, such a shift of burden has human

factors ramifications. To begin with, barriers must be built

into the system to control information access in accordance with

the user's clearance level. In particular, such barriers must

prevent any user from gaining access to information classified

* above his clearance level. However, the main human factors

concerns do not arise so much from the presence of these barriers

i . as from a fundamental problem in computer science. The fact is

that from a security point of view computer programs cannot be

trusted to operate properly. This situation exists because there

.. is currently no mathematically reliable way to prove that any but

the very simplest program has been correctly written. Vigorous

research is underway to correct this situation, but to date it

remains a fact of life in secure system design. In a multi-level

secure system, there exists the risk that a faulty program may

cause information leakage from a highly classified level to a

- lower level within the system. Information "leaked" in this

fashion could then pass out of the system and into the hands of
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users unauthorized to receive it. Such program faults may occur

either through normal human error or deliberate sabotage on the

part of a programmer. In either case, the effect is to

jeopardize the integrity of the system.

At present, the only known approach to circumvent this

problem is to place all data access in the system under direct

control of a software "kernel" small enough to be reasonably

verifiable as correct. In general, no other software in the

system can be trusted. When put into effect in a working system,

this solution places a heavy burden upon the user with a high

clearance level who wishes to manipulate information stored in

the system that is classified at several different levels. When

examined in detail, manipulations of this type are found to

contain many small elementary steps that could be regarded as

potential security violations if initiated by the untrusted

software, rather than by the user. To ensure that all is as it

should be, the trusted system kernel must verify with the user

that each such step was truly intended. The net effect is to

clutter the human interface with what the user perceives as

unnecessary and distracting "noise." The only alternative to

such distraction is to restrict the manipulations available to

the user, an approach that reduces the utility of the system.

Message handling highlights the problem quite effectively
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because of the structure of messages and the manipulations

" commonly carried out upon them. A single message may contain

information at several security levels. It may be desirable to

S copy information from one message to another. It may be

necessary to generate an unclassified reply to a classified

. message, and so forth.

Research continues on the technology of multilevel secure

system, but to our knowledge relatively little has been done with

ho respect to the human interface for such systems. Given the

growing importance of secure information systems, such research

should have a fairly high priority within the military.

a
5.5 Responsiveness

The responsiveness of a computer system can have profound

3 effects on its usefulness to and acceptance by a user community.

One might argue that fast response is good, slow response is bad,

and let it go at that. What this argutment overlooks is that

*rapid response time has a cost, and, therefore, tradeoffs are

necessary in setting the desired response level of a system.

Furthermore, there may be good reasons of providing for levels of

responsiveness that differ depending on the function performed.

All of this is understood in an intuitive and rudimentary

way by system designers, but so far as we know, there have been
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few studies that attack the problem in systematic fashion. Such

studies might result in guidelines that provide the designer with

a more concrete and useful foundation than intuition. In the

* .following paragraphs we discuss aspects of responsiveness that

might be considered in research studies.

5.5.1 Basic Capacity

A mode of system failure that is often experienced in crisis

situations is saturation of system capacity to the point where a

system is brought to a standstill and becomes totally useless.

Such saturation conditions were experienced in the domestic

telephone network immediately after the assassination of

* President Kennedy in 1963, and during the Northeast Power

*" blackout in 1965.

Commercial communication networks are designed with enough

capacity to handle load conditions above normal out to some

statistically reasonable level, but not under extreme crisis.

The telephone network saturated and stalled in the two crises

just mentioned because it was not designed to handle the loads

presented to it. This is regarded as normal and acceptable with

commercial systems, and in fact very little harm probably came of

these two breakdowns.

Experience with military communication systems suggests that
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they exhibit the same behavior under extreme loads and for the

same reasons. However, here the behavior is not acceptable. In

fact, since the basic goal of a military unit is to handle

crises, military systems that saturate under crisis conditions

can be said to be inadequately designed.

The solution is an engineering one, not a human factors one.

Such systems must be designed with enough capacity to handle

crisis loads. Human factors concerns arise from the fact that

user behavior may be effected long before a system becomes so

loaded as to actually saturate. Studies are needed to determine

" user and system performance under a wide range of load

conditions.

Of course, capacity has a cost, and systems designed for

high capacity are bound to cost more than other systems. It will

.3 be up to the military planners and ultimately up to the country

"' as a whole to decide how much to invest in military communication

- and information systems. However, no matter what decision is

finally made, a careful analysis of needed capacity and studies

*" of effects on performance of having something less than that will

,* . at least serve to make clear the consequences of that decision.

5.5.2 Responsiveness and the Psychology of Acceptance

Users find responsive systems more pleasant to use than
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systems that exhibit poor response times. Below some level of

performance, users will begin to avoid the use of a system. (See

Nickerson, 1969, in press b, for discussions of some of the

factors relating to effects of response time on user attitudes

and behavior.) At still lower levels of performance, one may

encounter outright rebellion in the user community. This

* -description characterizes the behavior of voluntary system users,

* but user satisfaction is bound to have an impact even in military

contexts where system usage may not be voluntary. At the very

least, one would expect a negative effect on morale when usage of

an unresponsive system was mandatory.

In recent experiments at Camp Smith, Hawaii, these

expectations were largely borne out by unexpected response-time

problems in a message system under trial use. Until its

performance could be improved by an infusion of new hardware, the

". system went largely unused, and the mandatory experimental

sessions were viewed with considerable distaste.

The point of these observations is that responsiveness has

psychological implications that may damage the utility of a

system beyond any direct impact on time to get a job done. Given

that fast response generally comes at a cost, it might be useful

to study the psychological reactions of users in more detail than

a simple observation that poor response is looked at with
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disfavor. The following paragraphs offer some points of

departure for such research.

There is some reason to believe that users have rational

expectations with regard to responsiveness, i.e., that the level

of responsiveness that will be tolerated by a user depends on his

perception of how much work the system has been asked to perform.

-
[ In our own experience, users will tolerate considerable delay for

completion of a long file search, but expect very fast response

on a simple text editing operation such as inserting a character

* . or word into a body or text. When simply typing in the

characters of a command, a full-duplex system had better echo

*those characters quickly or there is apt to be strong user

dissatisfaction.

Of course, the work believed necessary by the user may

U mdiffer substantially from what the system is actually required to

do. For example, depending on the software design and how much

text had already been entered, the simple edit just suggested

might require substantial shuffling of information in computer

memory. A useful investigation would ccrrelate user response

tolerance with, on the one hand, the work believed necessary and,

on the other, the work actually necessary to accomplish a

function. The results of such an investigation could provide the

system designer with a predictive tool for gauging where effort

0 should be put to achieve fast response.
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Even if substantial processing delays are necessary and

accepted as such by the user, there is some evidence to suggest

that the typical user needs reassurance that the system is, in

fact, carrying out work on his behalf. When a terminal sits

inert, with no sign of inner activity, there tends to be a thin

edge of anxiety that the system may have ceased operation, or

worse still, abandoned one's job in favor of others. One

technique that has been found useful in these circumstances is

for the system to post short messages at frequent intervals

reassuring the user that processing is in fact underway. If such

messages can also indicate the proportion of work accomplished up

to that time, then the user receives even more solid confirmation

of where he stands.

5.5.3 Architecture

System architecture can play a strong role in shaping the

response patterns of an interactive system. If the designer has

the freedom to manipulate the basic architecture of a system,

then he may be able to guarantee that a system will have

acceptable response times. An investigation into the human

factors of system response should certainly include a careful

examination of the impacts and opportunities that arise from the

system's architecture.

A difficult problem arises with the centralized, time-shared
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systems that have predominated up to now. Almost all time-shared

operating systems have some form of control mechanism that

schedules the allocation of key system resources to user jobs.

Such resources include the central processing unit, memory, and

input-output channels. There are many possible algorithms for

scheduling resources to jobs, Lut almost all of them seek to make

sure that all available resources are meted out and none are left

unnecessarily idle.

When such systems are subject to fluctuating demand, as is

usually the case, the individual user will receive varying

portions of those key resources. The net effect is a fluctuating

system responsiveness that closely tracks the total load placed

* on the system.

One widely held view is that such shifting responsiveness is

3 disturbing to the user. An approach that has sometimes been

suggested as an antidote to this problem is to design scheduling

* . algorithms so as to stabilize a system's perceived

responsiveness, thus minimizing the impact of fluctuating load

conditions. This would seem to make sense only if response time

could be stabilized at a satisfactory level.

A countervailing view suggests that once the user

* . understands the inevitability of load fluctuations on a

. centralized system, he is apt to accept this phenomenon as a fact
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of life. Better than average response will please such a user,

[. especially if he has made an effort to access the system at times

'-[ when loads are typically light. Average load conditions may

• prove acceptable; heavy loads will be likely to cause resentment.

This view suggests that if the maximum allowable load is

controlled at a satisfactory level, then load fluctuations below

that maximum will cause little trouble. The validity of these

differing views could be investigated by some relatively

straightforward experiments.

-. As computer hardware comes down in price, it will be

increasingly possible simply to buy one's way out of load

problems by acquiring sufficient hardware to satisfy the heaviest

ioads expected. This is true regardless of the architectural

approach that governs a system's design. However, distributed

architectural approaches offer some added response control

possibilities that make them especially attractive. Assumina

that users do indeed have "rational expectations" with regard to

response time, then this phenomenon can be taken advantage of by

placing certain functions that require fast response in the

terminal hardware that is dedicated to a single user. This would

* include command language interpretation (at least at the

-syntactic level), text editing, display generation, and other

* functions that require the kind of processing support that can be

provided locally. Functions requiring more intensive processing,

174

-o0



such as file searches or extensive text formatting operations,

can be relegated to a larger, mainframe processor shared by many

users.

. This approach leaves the user with a dedicated terminal

- having response characteristics that are both rapid and stable.

The system always appears "alive" because the terminal always

responds to user input. This approach appears especially well

suited to the current generation of intelligent terminals, which

have sufficient processing power to handle the light-duty

interactive functions, but not the heavier process- or

storage-intensive operations.

U Multiprocessing techniques provide another powerful design

*' tool that can be used with either centralized or distributed

systems. Multiprocessing makes it possible to carry out

° simultaneously several different tasks on behalf of a single

user. For example, a user request for an extensive file search

triggers the creation of a second process that carries out the

search while the original process continues to accept user

command input. If the system is a centralized one, then the two

- processes will share that single processing resource. If it is a

distributed system, then the file search process is likely to be

carried out on a processor separate from the user's terminal. In

either case the original process continues to devote its

attention to direct interaction with the user.
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The situation is not unlike that of an executive with a

chief assistant and one or more subordinate assistants. Through

the mediation of the chief assistant, tasks are delegated to

subordinates. In the meantime, dialogue continues with the chief

assistant. As tasks are completed, the chief reports this to the

executive, who may modify his subsequent behavior accordingly.

The mapping of functions onto distributed systems, and the

use of multiprocessing techniques are under investigation from an

engineering point of view, but so far as we know, little study

has been carried out with a specifically human factors

orientation. Some interesting questions suggest themselves in

considering these techniques:

o Can the primary user-interaction process directly
support sufficient functionality to satisfy the user
that he has the attention of a useful assistant? If all
functions are dedicated to a centralized machine or
subsidiary processes, then the interaction process will
offer little more capability than an unintelligent
terminal. On the other hand, if too much functional
burden is placed on this process, then the advantages of9istributed functionality will have been lost.

o With multiple processes simultaneously carrying out
different assignments, the user is left in a position
somewhat analogous to that of a juggler. Under these
conditions the dynamics of an interactive session will
be substantially different from the linear stream of
tasks that is currently the norm. The efficiency
advantages of such multi-tasking seem clear, but does it
pose problems from a human factors point of view?
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6. METHODOLOGICAL ISSUES

7 %

6.1 Major Approaches to the Study of User-computer Interaction

Studies of user-computer interaction that have been done to

date can be grouped, at least roughly, in terms of which of the

three following methods have been employed: (1) observation, (2)

controlled experimentation, and (3) modelling and simulation.

6.1.1 Observation

Here the approach is to take measurements and gather

statistics on real systems with real users working on real

problems. An advantage of the approach is the fact that

objective measures often can be made unobtrusively by the system

itself. This is important inasmuch as interactive systems tend

to be costly, and typically the motivation is high to keep them

productively busy. A disadvantage is the fact that one has

little or no control over the parameters whose effect one may

wish to study.

Some investigators have looked for behavioral invariants and

have attempted to find functional relationships that would

characterize user-computer interaction in general ways. The

number of observational measurements that have been made by

investigators of user-computer interaction is large. They
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include the number of commands executed per unit time,

interaction cycle time, task turnaround time,

output/computer-time ratio, user and system response times, work

session duration, console-time/CPU-time ratio, statement

interpretation rate, overhead rate, number of user input lines

per unit time, and rate of user requests (Bryan, 1967; Carbonell,

Elkind & Nickerson, 1968; Grignetti & Miller, 1970; Grignetti,

Miller, Nickerson & Pew, 1971; Scherr, 1965). Perhaps the most

reliable finding to date is the tremendous amount of user and

system variability. It is not uncommon to find individual

differences on a given performance measure in ratios of 10:1 or

20:1, even when individuals are working in, presumably, identical

situations.

6.1.2 Controlled Experimentation

A few investigators have attempted to run corttrolled

experiments on user-computer interaction. This approach has the

advantage that one can manipulate system parameters and sLudy the

effects in a systematic fashion. It also has its problems,

however. Perhaps foremost among them is the fact that the

systems of interest tend to be large and costly, which means that

unless the experimenter is in an unusual situation, he may find

it difficult to have access to such a system for experimental

use. Moreover, often because of the fact that computer systems

178

. .



are so costly and the developers are vulnerable, there may be

strong vested interest in obtaining a particular result.

Finally, even if these sorts of problems did not exist, there is

the problem of the generality of one's findings. Too often,

results from experiments cannot be generalized beyond the

" - particular systems, users, and situations with which they were

obtained. In studying the relative merits of different

programming languages, for example, one must take care that the

* results are not contingent upon the particular proqramming

problems that were selected or on the specific subjects who wrote

-. the programs. To get around the problem of programmers bringing

different types of programming experience to the task, some

investigators have used subjects who lack any programming

experience, but this approach has its limitations also. What

proves to be best for novices will not necessarily prove to be

best for experienced programmers or users. Similarly, what

proves to be most advantageous with respect to one programming

problem may not be so with respect to other problems.

6.1.3 Modelling and Simulation

Performance evaluation has always been recognized as an

important component of the system development cycle. What has

. been less generally recognized is the importance of performance

predicti,n. What one would really like to be able to do is to
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predict in advance of system implementation the performance of

the equipment, the user, and the user-machine complex. Further,

one would like to be able to predict how that performance would

depend both on the characteristics of the system and on the

situation in which it is used. One would especially like to be

able to predict performance in high-demand, stressful, crisis

situations.

This is, of course, a very difficult problem. In order to

predict performance with any degree of precision, one must have a

good model of the system. Moreover, the only way to validate a

model is to compare its predictions against results obtained when

the system that is being modelled is actually exercised. The

value of modelling, however, derives in large measure from the

fact that on the basis of modelled results one can make decisions

that effect the future development of the system. This being the

case, many of the predictions of the model are inherently

* * .untestable, inasmuch as some of the versions of the systems that

are modelled are never produced.

Notwithstanding such problems, the modelling approach has

much to recommend it. Moreover, validation is not an impossible

problem. Although not all predictions of a model can be checked,

some of them can, and like any other theory, the credibility ofH. the model increases with the amount of evidence that can be
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presented in its favor. The more the model proves to make

accurate predictions in those cases that are testable, the more

*one is likely to have some confidence in its probable accuracy in

*those cases in which it is not testable.

A good example of the use of simulation to study human

performance in command and control systems is provided by some of

the work of the Systems Effectiveness Branch of the Aerospace

Medical Divisions Fuman Engineering Division (Mills, Bachert, &

vim Aume, 1975). They have developed a simulation facility with five

user-computer display consoles, and have used it to study the

human factors design considerations of the BUIC System, and the

* AWACS early warning system. They have implemented an RPV command

and control system having four en-route controller positions and

* a terminal control position. Many system variables have been

studied including the number of vehicles per operator, the RPV

flight-control algorithm, and the frequency of actual path

up-date. In each case, user-computer system performance data

have been collected on experienced teams of controllers, thus

' providing important information for future design trade-off

studies.

Several developmental threads over the past 15 years are

beginning to come together to provide an ability to represent

*: integrated human performance analytically, either in mathematical

'L-
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or computer form. Describing-function and optimal-control models

of manual control have proven their usefulness as design aids.

The work of Siegel and Wolf (1969) has led to the SAINT

* Simulation language specifically designed to represent human task

performance in event-oriented simulations. The Human Operator

Simulator (HOS) has been used to attempt to integrate elementary

models of human performance into larger task-related simulations.

The state of model development for large-scale multi-person

systems remains crude. It requires detailed understanding of the

sequence and timing of specific procedures together with methods

for assigning priority structures to the sequence of activities

undertaken by the operators.

Besides construction and validation of models applicable to

specific task contexts, there is still much methodological work

to be done. As the scope and complexity of models increase, it

becomes much more difficult to understand what it means to

validate a model. So many parameters are involved that it is no
longer possible to test experimentally even a representative

sampling of the range of conditions that might be explored. We

must redefine what we will accept as validation if we are not to

reject the modelling concept altogether for large scale systems

application.

Models can be developed by starting with the highest level
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system goals and working down in the level of detail until the

model is predicting results at the desired level, a so-called

top-down approach. Alternatively, one can begin from first

aprinciples of human information processing and control, and build
up to the desired level of task integration; which is a bottom-up

approach. Identifying the conditions under which each approach

is applicable is a problem for further research.

Finally, in the current state-of-the-art, each new context

requires the generation of a new model practically from qround

zero. Research is required to identify the general structure of

system models applicable to classes of tasks that can then be

particularized for specific applications.

Understanding human behavior in monitoring and supervisory

control presents its own special problems. Human factors

specialists have a variety of resources in the form of limited

theories and methods that should be brought to bear on this class

of problem, but a great deal remains to be done to apply them in

this context.

In the area of real-time monitoring and control of

continuous dynamic processes, the optimal control model (Baron &

Kleinman, 1969) has been shown to describe suitably the

perceptual-motor behavior of closed-loop systems having

relatively short time constants. Limited experimentation
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*suggests that this class of model may be broadened to represent

monitoring and discrete decision behavior in dynamic systems in

which control is infrequent (Levison & Tanner, 1971). Some

attempts have also been made to extend this work and to explore

its applicability to more complex systems.

In the field of vigilance research, which is concerned with

human behavior in systems in which the detection of weak and

infrequent signals is required, much is known about what

parameters of signal presentation affect performance, and the

signal detection model (Green and Swets, 1966) has been shown to

be useful in analyzing behavior in such cases. But, again, its

applicability has not been evaluated in tasks in which "signals"

are represented by complex patterns of activity.

Typically, the methodology for understanding the task and

information requirements for complex tasks has employed task

analysis, activity analysis, and the development of operational

sequence diagrams (Meister & Rabideau, 1965). Recent

developments have suggested that these procedures can be

augmented by the collection of directed verbal protocols in order

*i to understand better the cognitive model employed by the operator

for drawing inferences from diverse sources of data (Stevens &

Collins, 1977).

In Denmark, Rasmussen (1976) has suggested that the

184



Sappropriate way to represent the cognitive operations underlying

human supervision of process control operations is through

semantic nets and concepts derived from computer simulation and

a artificial intelligence models. This appears to be a very

promising approach, but has not as yet been pursued in the United

States.

6.2 Some Other Methodological Issues

6.2.1 Cognitive Workload Measurement

- A classic problem in the area of human performance is that

of measuring workload in various situations. This is an

3 especially challenging problem when the workload is primarily or

exclusively cognitive. Workload measurement techniques have been

developed and applied to a variety of task situations, although

3 to our knowledge none has been applied to the problem of

measuring workload of the user of a computer system. The general

literature on divided attention should facilitate the development

of appropriate models and measurement techniques.
I-

6.2.2 On Identifying What is Wrong with Existing Systems

Sheil (in press) has made the point that there are few tasks

less demanding than that of lampooning the interface designs of

existing computer systems. It is one thing to point out obvious
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defects, however, and quite another to design a system that has

none, especially given the economic and other constraints within

which designers frequently work. If one is inclined to play the

critic role without offering some useful guidelines for designers

along with one's criticisms, one might do well to reflect on

Sheil's reaction to this kind of enterprise: "It is downright

dishonest to suggest, on the basis of several such examples [of

systems with poorly designed interfaces], that the difficulty of

using computer systems reflects simple incompetence or

insensitivity on the part of their designers and that these

. problems would simply not arise were those designers as

intelligent (sophisticated, learned in human factors, etc.) as

'we' are .... The fundamental issue is that criticisms based on

an appeal to absurdity are entirely unprincipled. They appeal to

one's 'common sense' (and arrogance and snobbery) without giving

the slightest useful indication of what a designer is supposed to

do in response. They are both sloppy science and a maximally

ineffective way to conduct a dialogue with a technical

community." Furthermore, Sheil argues, the advice that designers

need is something more specific than vague generalizations of the

sort that promote such features as uniformity and simplicity as

*f design objectives without indicating how those objectives are to

be attained.

We believe Sheil's point is well taken. It speaks to the
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issue of how human factors researchers should relate to system

builders and, in particular, to the importance of presenting

opinions and findings in an appropriately modest and objective

manner. This is not to argue that critiques of existing systems

are not useful or desirable, but simply to note the importance of

bearing in mind that saying what is wrong with a system usually

- is a far easier task than developing a working system in the

first place, and easier also than saying exactly how a system

should be changed in order to correct the deficiencies that are

identified, without creating more egregious ones in the process.

6.2.3 Software Evaluation

Software evaluation is one key to effective integration of

human factors requirements into computer software design.

Identifying better designs depends on having methodologies for

3 deciding which of a set of designs does a better job of taking

into account human factors issues. Such a methodology could take

one of several forms. It could be in the form of a design guide

or checklist describing desirable software features. It could be

the specification of an experimental evaluation procedure that is

followed for each design to be considered. It could depend on

having impartial observers or the users themselves complete a

rating form that probes the ease of use. It could involve an

activity analysis examining how a user's time is spent under
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alternative designs. In principle, these methods are not

different from what might be applied to the evaluation of any

system designed for human use.

One thing that is unique about software evaluation is that

there are new dimensions to be specified that potentially affect

the speed, accuracy, and acceptability of the resulting product.

In particular, inasmuch as software products tend to represent

the more logical and cognitive aspects of system performance,

they tend also to require analysis and evaluation of the users'

reactions in terms of more complex cognitive processes than

conventional hardware systems.

While it is common to evaluate hardware systems by mocking

up designs, working through procedures, or exercising a working

simulation, these practices are much less common today with

software evaluation. One reason may be that only recently have

human factors specialists attempted to develop the tools to mock

up software interfaces or to generate computer languages

__ specifically adapted to simulating the user interface of a

proposed design. The development of such languages should

enhance the ease with which software evaluation can be

"_ accomplished.

It is perhaps the flexibility obtained by the introduction

of software components into the overall system development
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U process that makes the methodological problems difficult. It is

difficult to define standard methods that are applicable across
'."

such a wide range of conditions of use.

6.2.4 Methodology for Computer System Design

*. It has been universally difficult to produce designs for the

_7 user-computer interface in interactive systems that meet human
factors requirements for ease of use, effectiveness and minimum

error. As Ramsey and Atwood (1980) have argued, it is not a

solution to propose a human factors specialist on every design

team, because there are many thousands of systems being designed

and perhaps only a few hundred human factors specialists

*qualified to help design such systems. Some have proposed the

development of design guides, but getting such guides used by

systems analysts who are unaware that they have a problem is

* difficult. Alternatively, a design methodology may be specified

that ensures that issues of design for human use get considered

at each stage of the development cycle.

• Such a methodology has many steps to be considered, from

initial conception to final documentation. Key elements are

methods for representing how the job is done now. The same

methods may then be used to represent job performance, given the

new design. Ideally, these methods would provide representation

at the level of the task to be accomplished, at the level of the
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structure or model of the task as viewed by the human user, at

the level of the functional system requirements, and at the level

of the specific implementation features that will make the user's

job as simple to learn and as easy to accomplish as possible.

It seems likely that an effective methodology will also

include the development of the capability to simulate and test

simulated versions of proposed hardware and software designs on

real users before these designs are fully committed. It is

relatively easy to develop such a simulation capability at the

level of simple branching interactive dialogue. It is much more

difficult to accomplish it when models of the system elements are

required or where the ease of interaction is influenced by the

structure or design of the data base or communications protocols.

Other methodological components are the evaluation tools

that will allow competitive designs to be evaluated objectively

with respect to human factors issues. From the point of view of

military procurement regulations, the question is whether it is

__. possible to specify in advance a set of human factors evaluation

criteria that can be applied uniformly and objectively to assure

that design proposals will be appropriately judged on the basis

of probable effectiveness of system performance.

-:" Finally, there is a need to bring these various components

of a methodology together into a coherent package that makes the
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designer's job easier rather than adding yet another burden to

the already complex design task.
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APPENDIX A
PLANNED CAPABILITIES OF FOUR OPERATIONAL FAMILIES
OF FUNCTIONS FOR THE WWMCCS INFORMATION SYSTEM

(from ASD WIS Report, pp. 30-33)

RESOURCES AND UNIT MONITORING

1. Monitor, determine, and display the status and
readiness of all U.S. resources including active and
reserve elements and appropriate non-U.S. forces and
resources.

2. Schedule resource utilization.

3. Prepare and disseminate orders and mission
instructions.

4. Plan operations, schedule missions, and monitor/display
operations and mission results.

5. Identify and display unit, resources, facilities,
communications, and weapon systems characteristics and
capabilities.

6. Integrate and display data from systems external to
- WWMCCS such as environmental and intelligence data.

4 7. Monitor status of actions, critical events, situations
assessment, rules of engagement, major end items of
equipment, crisis situations, etc.

8. Determine net situation assessment.

CONVENTIONAL PLANNING AND EXECUTION

1. Generate and refine notional and actual force and
resupply requirements and options.
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2. Generate and refine force movement requirements.

3. Generate and refine notional and actual resupply and
non-unit personnel movement requirements.

4. Merge, modify, and tailor force requirements and force
lists from different plans.

5. Merge, modify, and tailor movement requirements from
different plans.

6. Merge, modify, and integrate force, resupply, and
non-unit personnel movement requirements.

7. Determine option/OPLAN force, logistic, and
transportation availardility and feasibility.

8. Match and select OPLAN notional force and resupply
requirements with real-world forces and actual
resources.

9. Develop, refine, coordinate, and disseminate
appropriate movement tables, schedules, orders and
plans.

10. Identify force, logistic personnel, and transportation
shortfalls, limitations, and bottlenecks.

11. Rapidly reflow movement requirements and produce flow
plans.

12. Conduct force, logistic, personnel, and transportation
sensitivity analyses.

13. Merge movement requirements with channel traffic
requirements.

- 14. Monitor the deployment of forces and material.

. 15. Monitor the movement of mobilized reserve forces from
" home station to mobilization station and the movement

of non-deploying material within the CONUS.

16. Monitor the reception and onward movement of deploying
forces and material within theaters of operation.

17. Identify location and status of airlift and sealift
-. assets.
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0 18. Provide near real-time crisis management information to
include force, logistic, and movement data.

19. Provide information for the coordination of deployment
routing, over-flight routes, and landing rights.

* 20. Provide information for the coordination of air
• .: refueling routes, requirements, timing and schedules.

* 21. Generate notional and actual logistic requirements in
selected functional areas to include: (1) civil
engineering, (2) non-nuclear ammunition, (3) Petroleum,
Oil and Lubricants (POL), (4) medical, and (5) selected

- supply classifications.

22. Through interfaces with appropriate systems, provide
for: (1) initial mobilization of reserve forces and the
marshalling of logistic resources, (2) identification
of the deployability status of deploying forces, and
(3) identification of critical logistic resources.

23. Incorporate host-nation support.

24. Aggregate and summarize requirements and movement
information.

25. Tailor force list to crisis operations.

26. Develop, modify, and evaluate the feasibility of
potential courses of action.U

NUCLEAR PLANNING AND EXECUTION

1. Monitor nuclear force status and weapons.

2. Plan development and analysis.

3. Attack, strike and damage assessment, and residual
capability assessment.

4. Reconstitute and redirect forces.

5. Terminate hostilities and active operations.

6. Nuclear weapons information, characteristics, and
capabilities.

7. Bomb-damage information.
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8. Sorties timing, routing, and target assignment.

9. Provide target information.

10. Planning factors and system performance.

11. Revise or modify plans.

12. Monitor force generation.

13. Sortie launch.

14. Weapon strike.

15. Reconnaissance planning.

16. Plan execution.

17. Nuclear detonation information.

18. Re-targeting.

TACTICAL WARNING AND SPACE DEFENSE

1. Provide air and strategic missile warning.

2. Provide tactical missile warning.

3. Support the determination that an attack is in progress
and an assessment of the nature of the attack.

4. Provide nuclear reconnaissance information for damage

assessment.

5. Monitor status of nuclear capable forces.

6. Monitor environmental conditions.
. -.

7. Identify nuclear detonations.

S. Provide damage assessment.

9. Communication spot reports.

10. Monitor space defense force status and weapons.

11. Plan development and analysis.
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U 12. Attack, strike, damage, and residual capability
assessment.

13. Reconstitute and direct forces.

14. Terminate active operations.

15. Space defense weapon information, characteristics and
capabilities.

S-16. Intercept effectiveness information.

17. Target ephemer is prediction, intercept point
.: generation, intercept profile determination, and target

assignment.

18. Provide target information.

19. Provide hostile weapon information.

'-:20. Provide vulnerability information on friendly assets.

21. Provide information on available countermeasures to
defeat hostile operations.

22. Planning factors and system performance.

23. Revise or modify plans.

24. Monitor force generation.

25. Sortie launch.

26. Weapon strike.

27. Space surveillance system configuration and tasking.

C 28. Plan execution.

29. Re-targeting.
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